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I*-The Presidential Address 

WHERE DEMONSTRATIVES MEET 
VAGUENESS: POSSIBLE LANGUAGES 

by Adam Morton 

ABSTRACT I present three invented languages, in order to support a claim that 
vagueness and demonstrativity are related. One of them handles vagueness like 
English handles demonstratives, the second handles demonstratives like English 
handles vagueness, and the third combines the resources of the first two. The 
argument depends on the claim that all three can be learned and used by anyone 
who can speak English. 

Possible natural languages. The philosophy of language relies 
on examples and intuitions about the natural languages spoken 

by philosophers. Sometimes the conclusions we get to are then 
expressed in terms of various artificial languages, which are good 
for making some distinctions explicit but hopeless as vehicles for 
ordinary communication. This paper explores a different method. 1 
It describes fragments of some possible natural languages, 
variations on ordinary English: these are not actual natural 
languages because no one speaks them and they have not evolved 
through the operations of the language faculty, and they are not 
artificial languages because they share the semantic fluidity of 
natural languages and their suitability for multi-purpose 
communication. In fact, they are better described as 'putatively 
possible' natural languages, for their role is to fit into arguments 
of the form: if this claim about language is right then the following 
ought to be a language people could learn and use. Then to take the 

1. It also explores a way of publishing. I try to give a general picture of my arguments and 
conclusions here, leaving some points to be developed at greater length in a version that can 
be seen at http://mail.bristol.ac.uk/-plam or at http://cogprints.soton.ac.uklcogprints.html. 
Footnotes that say 'see the longer version' allude to this. Perhaps only short readable 
versions of all papers should be published in printed form. 

*Meeting of the Aristotelian Society, held in Senate House, University of London, on 
Monday, 12th October, 1998 at 8.15 p.m. 



2 ADAM MORTON 

argument further we have to decide whether the language as 
presented could in fact be learned and used.2 

I shall present several claims about demonstratives, vagueness, 
and the links between them. And I argue that if these claims are 
correct then it should be possible for a natural language to have 
certain constructions, which I describe. Then I do not in fact present 
any empirical or apriori reasons for thinking that a language could 
have these constructions. I throw myself on the reader's mercy and 
plead that these do look like speakable languages. (The conclusions 
must even then be pretty tentative. If the languages are not 
speakable, though they would be if my claims about 
demonstratives and vagueness were right, then those claims must 
be wrong. If they are speakable, then the claims are supported, but 
definitely not established.) 

Vagueness and demonstrativity. The core claim is that there are deep 
similarities between vague predicates and demonstrative referring 
terms. The point of the paper is in part to reveal and explore these 
similarities, and in part to develop the idea that putatively possible 
natural languages can be useful in this kind of enquiry. (So you 
might conclude that the claims were false but the device promising.) 
I shall now very briefly explain these claims, in order to set up the 
use I make of two possible languages. 

Demonstrative singular terms such as this and that and vague 
predicates such as green and big share the very basic feature that 
their meaning does not determine a precise extension without the 
intervention of speaker and hearer. In the case of demonstratives 
this is near to a defining feature: the speaker has to demonstrate 
what is referred to.3 In the case of vague predicates the obvious fact 
is that the extension is underdetermined by meaning: some objects 
will be neither determined to be within nor to be outside the 
extension. Speaker and hearer can then determine whether for their 

2. There are precedents for this kind of argument. For example Carnap (1931-2), section 
3c of Kripke (1977), and section 3 of Heal (1997). Kuiper (1996) discusses some naturally 
occurring special-purpose variations on English. I would be grateful for more examples, 
especially ones that free the imagination. 
3. I take my basic line on demonstratives from Kaplan, particularly (1989). See also Kaplan 
(1989 b), Recanati (1993), and Zalta (1989). 
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purposes the predicate is to apply or not to apply to some of these 
objects, or whether they are to be left as indeterminate.4 

I believe that this partial delegation of extension-setting to the 
members of a conversation is an essential feature of vagueness. But 
my belief is not obvious. At any rate in both cases the extension of 
a word can be refined by speaker and hearer (with the speaker as 
the dominant partner) within bounds that are given to them by their 
grasp of the meaning of the word in question. These bounds form 
a structure characteristic of the kind of word. With vague predicates 
the structure takes the form of a pattern of degrees: some degrees 
are determined by the meaning of the predicate to be within or 
outside the extension of the predicate on any application, and others 
are left undetermined, subject to the principle that if x has P to 
degree 5 and y has P to degree Rt and lu > 6 in the structure then P is 
true of y if it is true of x.5 With demonstratives the structure takes 
the form of a set of spatial relations centred on the speaker and the 
directions her attention can take, which I shall refer to as 'ostension 
space'. In the paradigm case a speaker says 'that' and points, and 
objects more distant than some inner threshold and less distant from 
some outer threshold become candidate referents of the 
demonstrative, subject to the principle that if x is off the direction 
pointed at angle 0 and y is off it at angle jt and [t > 0 then x is a 
candidate referent if y is. The choice among candidates is then made 
in terms of relevance to the conversation and similar factors.6 (Both 
structures can be applied by analogy or transformation. Bigger and 
smaller can be found in the size of a person's reputation, nearer and 
farther in a text as well as in space. Variant ostension spaces are very 
common, a fact that is exploited in language B, below.) 

As a result of this combination of bounds and structure there are 
borderline cases in both. In fact in both cases there can be two kinds 
of borderline cases. First, if the speaker and hearer are to be able 

4. For a survey of the current discussion on vagueness see the introduction to Keefe and 
Smith (1997). For my money the most stimulating recent contributions are Williamson 
(1994) and Raffman (1994) 
5. See Morton (1997) for more details and a treatment in this vein of higher order vagueness. 
6. This description of demonstration could be taken as an elaboration of section IX (ii) of 
Kaplan (1989), building in the reservations of section II of Kaplan (1989b). Compare also 
Radford (1997), p. 503, defining demonstratives as terms which 'indicate a location 
relatively nearer to or further from the speaker.' See Sperber and Wilson (1986) for ways in 
which conversational relevance constrains demonstratives. Bach (1992), Reimer (1991), 
and Vision (1985) are also relevant here. 
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to affect the extension then the meaning of the word must leave 
them freedom to do so, so that there must be cases which are not 
determined by the combination of the word's meaning and the 
facts. And secondly, there are cases which fall into a gap between 
the determination in context of the extension and the default values 
arising from the meaning of the word. In the case of vague 
predicates the first kind of borderline consists in, for example, all 
the shades between blue and green which are determined by the 
meaning of the colour words neither to be blue nor to be green. The 
second kind of borderline will arise when the speaker and hearer 
have determined that, for example, a shade of turquoise will for 
immediate purposes count as green, but shades just a little bluer 
than that shade are not determined either way. A very meticulous 
borderline-setting will, of course, prevent the second kind of 
borderline from occurring, but this is rare. 

In the case of demonstratives the first kind of borderline consists 
in the fundamental fact that standard demonstratives usually need 
speaker and hearer to do something to help determine what the 
demonstrative refers to, within limits set by the meaning of the 
demonstrative. ('Now' may mean today or this century, but not the 
entire history of the universe; 'this' will not denote something three 
millennia ago on Alpha Centuri.) And the second kind of 
borderline consists in the fact that this determination is very often 
not precise; for example when someone points at a scene and says 
'that is really beautiful' and it is semantically indeterminate how 
much of the scene is included. 

To catch what is common here in a single rough formula: a vague 
predicate can be expressed as 'x is P to between this degree and that 
one', where the demonstrative picks out borderlines, while a 
demonstrative can be expressed as 'the object at the focus of the 
ostension-space' where 'focus of' is a vague relation. That is the 
resemblance that I claim between demonstratives and vagueness. 
The next three sections of this paper argue that this formula could 
motivate the grammar of some possible variations on English. In 
these sections two languages, called language A and language B, 
and a combination of them called language A+B, are sketched. 
Language A contains 'time-linked adjectives', language B contains 
'ostenders', and language A+B combines these with 'time-linked 
ostenders'. The idea is very simple: English demonstratives and 
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vague predicates have the independent basic features attributed to 
them in the diagram below. If they really are independent and basic 
features then other combinations of them are possible, as indicated 
in the rows1for the other languages. So the question to be answered 
by experimentai construction is whether attempts to combine these 
features produce intelligible idioms. (As with natural languages, A, 
B, and A+B combine basic features in their constructions. Artificial 
languages-'logic' in the diagram-try the opposite, to isolate 
features, so that operators like Kaplan's 'dthat' focus exclusively 
on rigidity and the use of variables bound by quantifiers focuses 
exclusively on anaphora. The last line of the diagram alludes to this 
fact, though it is not relevant to the argument of the paper.) 

Rigidity Anaphora Degrees Underdetermination 

English xxx demonstratives xxx 11111111111 vague predicates 1111111111111 

Language A ?<<<<<<<< time-linked adjectives >>>>>>>>>> 

Language B I/IIIlll//IIII 1/1/11111 ostenders IIII/II///III 

LanguageA+B :::::::::::::::time-linkedostenders::::: . 

Logic dthat quantifiers 

In presenting the three languages I have chosen examples which 
bear on pragmatic problems that arise with the (actual) English 
grammar of demonstratives and vague predicates. So before 
sketching the languages I shall now very briefly describe two such 
problems. 

Problems about reporting. Notoriously, when someone says 'that' 
the context which supports the demonstrative is often not available 
when another person reports the assertion. I say 'that person is my 
enemy', pointing to someone in a crowd, and later you have to 
choose between saying 'he said that someone in the crowd was his 
enemy', 'he pointed to someone and said that that person was his 
enemy', 'he said that George was his enemy', and other similar 
constructions. Each is a compromise, presenting different 
problems.7 

7. See Sainsbury (1997), and Cappelen and Lepore (1997). 
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We have some special purpose constructions to ease the 
difficulty, of which the best known is the use of (s)he studied by 
Castaneda. Thus when someone says 'I see my enemy' someone 
else can report it as 'she said that she saw her enemy', with the 
presumption that the speaker had used the first person singular to 
refer to herself as self. Note that the least unsatisfactory of the 
solutions to the problems with 'that', represented by 'he pointed to 
someone and said that that person was his enemy' uses the 
demonstrative in the subordinate clause not as a simple 
demonstrative but to connect anaphorically with wLatever it was 
that the speaker referred to ostensively on the earlier occasion. It 
is thus analogous to Castaneda's (s)he*.8 

Very similar problems arise reporting assertions with vague 
predicates. Suppose that you and I are putting buttons in boxes, 
according to their colours. We have had some disputes about 
buttons in the region between blue and green (everyone does), 
which we have resolved so that we now understand quite precisely 
what is to count as blue and what as green for this purpose. I say 
to you 'there is a green button in box no 38'. The next day you are 
helping a different person to sort more of the buttons. Again you 
have blue-green disputes and again you resolve them, but do so by 
implicitly drawing the lines in different places than you and I did 
the previous day. You want to report my assertion to your present 
collaborator. What are you to say? 'He said that there was a green 
button in box no 38' is definitely misleading, suggesting that the 
box contains a button that is green by today's rather than 
yesterday's standards. 'We decided what was to count as green and 
he said that there was a button that we would have taken as green 
in box no 38' is at any rate true, though not something likely to 
occur in a real conversation. But it says rather less than my original 
assertion, as it does not actually indicate what colour the button is. 
These problems are clearly very similar to the problems we have 
reporting demonstratives, and they are potentially present 
whenever a vague predicate is employed. 

Intentions versus meaning. The referent of a demonstrative and the 
borderlines of a vague predicate are constrained by semantic 
knowledge, speaker and hearer's mutual knowledge, consider- 

8. See Castaneda (1966), Perry (1979), Kapitan (1992), Williams (1991). 
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ations of relevance, and the gestures (etc.) of the speaker. 
Notoriously these are not enough. The pointing finger is directed at 
that cow, that cow's tail, that field, that colour, the universe; colour 
words as used in all but the most scientific contexts still have 
extremely fuzzy boundaries. We have a host of systematic and 
improvised devices for lessening the indeterminacy. One recurrent 
device is the use of a sortal predicate to lessen the possibilities. 
'This cat is white' obviously does not refer to something as 'this' 
and then assert that it is both a cat and white; rather, it instructs the 
hearer to use cat-hood as a guide in determining what might be 
referred to as 'this'. In the same example 'cat' is used to restrict the 
possibilities for 'white'.9 

Problems arise when the information provided by the sortal 
conflicts with the information provided by context. I point to a 
spade and say 'that is the shovel I want'. I see a guinea pig in a cage 
and say 'The flowers to the left of the big gerbil are geraniums'. 
The problem for philosophers is the truth value of the assertion: is 
it a function of the objects or borderlines the speaker intended to 
refer to or the ones suggested by a literal interpretation of the words 
used? The problem for practical communication is the 
indeterminacy of what has been said: does one respond in 
agreement with (say) the belief the speaker meant one to acquire or 
in disagreement with the proposition that was literally asserted?10 

II 

First language. the anaphora of borderlines. It is time to start 
inventing languages. The first language constructs a grammar for 
vague predicates that takes over aspects of the way in English that 
we refer to individual objects, with demonstratives, pronouns, and 
quantifiers. " I The second language, in the following section, does 
the opposite, constructing a grammar for demonstratives that takes 
over aspects of the way in which we constrain the borderlines of 
vague predicates. And then a third language will combine elements 
of both the first two languages. 

9. There are a number of links with the relation between sortal nouns and attributive 
adjectives in this paper. See the longer version. 
10. What I have called the problem for philosophers here obviously connects with issues 
about attributive versus referential uses of descriptions, and speaker's versus linguistic 
meaning, the classic sources of which are Donnellan (1966) and Kripke (1977). 
1 1. More on syntactical and semantical categories in the longer version. 
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The novel constructions of language A are directed at what one 
might call the anaphora of borderlines, the chain tying the initial 
restriction of a predicate's extension to later uses of that predicate 
with respect to that restriction. To do this, it employs explicit 
borderline-setting devices and also devices for linking the use of a 
predicate to a particular set of restrictions on its borderlines. These 
devices are grafted onto standard English syntax: we add to English 
syntax one new feature, which then allows existing grammatical 
categories to play extended roles. That feature is the insertion of a 
time-link after an adjective. There are only two time-links, 'from' 
and 'for'. They connect the adjective to a description of a time or 
event, such as 'now', 'then' 'during the show', 'sorting the 
buttons'. The presence of a time-link allows an adverbial phrase, 
such as 'just about', 'too', 'centrally', or 'too yellow to be green' 
to take a rather different interpretation than it would in English. It 
links one occurrence of such a phrase to the reference of another 
use, just as anaphoric links between pronouns and demonstratives 
tie the reference of one noun phrase to that of an earlier one. The 
grammar is best given by examples. 

Starting with the adjective 'green', the following are complex 
adjectival phrases of language A: 'just about green for now', 'too 
blue for green from during the show', 'maximally yellow for green 
from sorting the buttons', 'centrally green for looking at the 
landscape', 'bluer than centrally green from the chart', 'green from 
buying the curtains', 'as blue as can be green for painting the wall' . 
Each of these links 'green' to an occasion on which it has been 
employed, possibly via some qualification of the borderlines it then 
had. 

This may not sound very radical. But the interpretation of these 
new constructions and the uses these interpretations allow make a 
considerable departure from English. Times and events are used to 
label borderlines of predicates. The constraints on the borderlines 
of a predicate as used on a particular occasion, which allow an 
object to fall under the predicate, can be labelled with reference to 
that occasion, by using 'for'. And this occasion and its associated 
constraints can be alluded to on a later occasion, by using 'from'. 
This too is best explained by examples. Here are some sentences 
of A and their truth conditions expressed in not very natural 
English. 
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(1) That pen is just about green for now. 

(2) All of the samples we saw at first were too blue for green 
from during the show. 

(3) Some of the birds are maximally yellow for green from 
sorting the buttons, but centrally green for looking at the 
landscape. 

(4) The paint in tube 47 is bluer than centrally green. 

(5) This cushion is green for buying the curtains yesterday. 

(1) is true iff the pen in question is on or slightly within the 
borderline for green which is being set as the sentence is uttered. 
(1) may specify the constraint on the borderline, as much as it 
reports it, so its utterance may be a factor in its being true. (But this 
need not be so. (1) may be uttered; an interlocutor may deny it, and 
the borderline may not then be set where (1) suggests.) (2) is true 
iff all of the samples in question were more blue than any object 
that qualified as green in the episode that has been labelled 'the 
show'. That episode may be before or after the time at which the 
samples were seen. (3) is true if there are birds that are at or just 
below the borderline for green which was set when sorting the 
buttons in question and which are distant from any borderlines for 
green which were set when looking at the landscape. 

(4) is ambiguous. The context could make clear whether it 
should be interpreted as 'The paint in tube 47 is bluer than centrally 
green for now' or as 'The paint in tube 47 is bluer than centrally 
green from o' for some contextually evident occasion phrase o. In 
the first case a bid for specifying borderlines is being made and in 
the second borderlines from a previous specification are being 
brought forward. (5) takes borderlines which were constrained in 
a conversation the day before and adds a constraint to them. Before 
(5) is uttered 'this cushion is green from buying the curtains 
yesterday' may not be true, and after (5) has been asserted and 
accepted by the hearer it may be true. So borderlines may be 
constrained long after their initial labelling. 

The syntax of language A allows its speakers linguistic and 
practical projects that would not be considered by speakers of 
English. For example they can employ multiple simultaneous sets 
of borderlines for the same predicate, as in (3). All that is required 
to do this is for there to be unconfused uses of the predicate on 
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occasions which the speakers on a later occasion understand to be 
distinct. Then the speakers can speak in the same breath of what is 
green from buying the curtains yesterday and what is green from 
looking at the landscape just now. These could be used to keep two 
different strands of conversation distinct (helping the conver- 
sational polyphony that is a beautiful but confusing feature of 
everyday life). Or they could be used in combination, to make a 
finer grid for present purposes. 

The structure of language A can also be used in reporting vague 
assertions. Suppose that one person says 'button number three is 
almost too yellow to be green for now.' Then what she says can be 
reported with 'she said that button number three was almost too 
green for then.' Suppose she says 'button number eight is too 
yellow to be green from when we began to sort them.' Then the 
report can be 'she said that button number eight was too yellow to 
be green from when they began to sort them.' A very literal 
reporting idiom allows us to be explicit about the contexts with 
respect to which the boundaries of vague predicates should be 
understood. 

Sometimes the relevant boundaries for a predicate as used in one 
context might be described in another context by referring not to 
the original boundary setting but another with the same effect. Thus 
when someone says 'button number eight is too yellow to be green 
from when we began to sort them' another can report her assertion 
with 'she said that button number eight was too yellow to be green 
from our discussion just now about boxes.' This will faithfully 
report what she said if 'our discussion just now about boxes' and 
'when we began to sort them' connect with contexts which put the 
same restrictions on the extension of 'green'. As long as the 
occasion referred to in the report clearly could not be the one that 
the reported speech referred to this will cause no confusion. (Just 
as one person can say of another 'she told me last week that that 
man sitting at the corner table is a rock star.') But a more explicit 
idiom is easily constructed. The reporter could instead say 'she said 
that button number eight was too yellow to be green from what 
happened to coincide with our discussion just now about boxes'. 
(Just as a report can take fewer chances by saying 'she told me last 
week about that man who happens to be sitting now at the corner 
table that he is a rock star.') 
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Is this a language that could actually be learned and spoken? In 
the course of the past several paragraphs you have to some extent 
learned it. To see how smoothly it could be used in everyday life 
consider the following dialogue between two speakers of A. 

Violetta So you're my new assistant. We were sorting these 
samples by colour. We're not really interested in the green ones, 
Bruno was gathering them all in this box. Look, he said this was 
green from then, see how yellow it is. And this one which you might 
think of as blue, almost. That was green from Bruno's sorting too. 
So don't waste time now, the job's only half begun. 

Rufus Ok, I'll do what I can. While I'm at it why don't I get the 
boxes organised too. It would make sense if their colours suggested 
their contents. So I'll put the red samples in red boxes, perhaps one 
like this would be perfect, centrally red for box-sorting. Same for 
all colours; we need central shades for this job. That way the 
customers will have no doubt what's inside. OK? 

Violetta Just do what you're told. But I suppose that makes sense. 
You'll have a problem with the green ones though. There's such a 
range of them. 

Rufus I can treat them the same way. This box, for example: it's 
not too yellow to be green from Bruno's gathering, but it is much 
too yellow to be green for our box-sorting. And this sample here, 
though it is green for gathering it is not much less blue than this 
blue for box labelling one. That will be a much better system than 
just writing the colors on the boxes, as I think you were going to do. 

Violetta You're fired. 

It took only a little concentration to follow this dialogue, even 
though you have a very short acquaintance with language A. You 
were helped by the .fact that much of the vocabulary was familiar. 
If a language like A evolved slowly from English in the usage of a 
community it would no doubt develop specialised vocabulary and 
syntax for describing the kinds of events with which constraints on 
borderlines are associated, and for the more explicit constraining 
of borderlines that is possible using the language's resources. The 
result would be a language in which vagueness still permeated all 
discourse, but in which it was indexed and cross-referenced in 
much the way that demonstratives and other singular terms are 
indexed and cross referenced in a language like English. 
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III 

Language B:focusable ostension. While language A treated vague 
predicates in ways that standard English treats demonstratives 
language B treats demonstratives, in ways that standard English 
treats vague predicates. That is, it provides a number of standard 
default configurations of borderlines for ostension, around which 
speakers can negotiate particular variations on particular 
occasions. In addition, it makes available for demonstratives a 
procedure analogous to the way we can retreat from a vague one- 
place form of a predicate to a less vague comparative, for example 
from the vague 'happy' to the rather less vague 'happier than'. 

Language B has a syntactical category of ostenders. Ostenders 
form noun phrases, whose syntax should be clear from the 
examples below. Noun phrases formed with an ostender can 
combine with quantifier words or the definite article to make more 
complex noun phrases. Ostenders are not like any familiar English 
category, so they are best explained by giving truth conditions for 
sentences involving them. Begin first with the least alien-feeling 
of them, prox. 

(6) Some prox sheep is female. 
(7) Necessarily some prox sheep is female. 
(8) You see prox sheep.... All prox are black. 
(9) You see prox sheep.... The prox is black. 

(10) The not very prox sheep is black. 
(1 1) Prox is dangerous. 

(6) is true iff there is one among the sheep which speaker and 
hearer can see are quite near and not too far away within a conical 
volume centring on the position of the speaker and hearer, and 
which is female. (Which cone, in which direction, and how near? 
That has to be determined in context, as with all demonstratives. 12) 
'Prox' is thus to a very first approximation a mixture of 'this' and 
'there': a quick fix on (6) is 'Some sheep there is female', and on 
(11) is 'That/those is/are dangerous'. 'Prox' has an essentially 

12. More about how intention, gesture, and the sense of the demonstrative work together in 
the longer version. 
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demonstrative element, as is brought out by (7), which is true iff it 
is necessary that some member of the set of creatures picked out 
by 'prox' is female. (7) could be true though 'necessarily some 
nearby sheep is female' is false, for familiar Kaplanesque reasons: 
if the set of sheep actually picked out by 'prox' includes an ewe 
then that set of sheep includes one that could not have been other 
than female. In (8) the second sentence 'All prox are black' is true 
iff all the creatures picked out by the first sentence are black. Note 
that by the time the second sentence is uttered those particular 
creatures may not be nearby, another reason not to misconstrue 
'prox' as 'nearby'. Similarly (9) is true iff there is just one such 
creature and it is black. 

(10) is true iff there is a unique sheep which is at the outer edge 
of what speaker and hearer would count as being caught by prox. 
In (11) the vagueness of 'prox' is even less resolved than in the 
previous sentences. Some class of objects which bear some relation 
of sufficient nearness centring on speaker and hearer is referred to, 
and the sentence is true iff that class is dangerous. The truth value 
of ( 11) will often be problematic, just as the truth value of 'it is big' 
said of a baby elephant is. (11) can be straightforwardly true, 
though, for example when speaker and hearer have come upon a 
flock of sheep, which the speaker knows to be wild and likely to 
trample unwary hikers. 

'Prox' is only one among many possible ostenders. A rather 
similar ostender is 'inter', which picks out objects between speaker 
and hearer and not too close to either. A pair of ostenders that would 
be hard to duplicate in English are 'evid' which picks out objects 
which speaker and hearer might expect each other to think relevant 
to the conversation, and 'unevid' which deliberately excludes such 
objects.13 'Unevid' is most useful in qualified form, as in 
'somewhat unevid' or 'really pretty unevid'. B speakers also use 
the relational ostender 'unevid to x'. Some more truth conditions 
are now needed: 

13. Some languages have more and more finely differentiated demonstratives than English, 
and in some the line between demonstratives and other parts of speech is much less clear. 
Latin is an example. See Kuhler and Stegmann (1914). 
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(12) The inter mosquito is harmless. 

(13) All very evid philosophers thought it was a terrible argument. 
Of course there is also Parmenides. Evid philosophers don't 
take him seriously. 

(14) The slightly unevid colour would look surprisingly good 
here. 

(15) Unevid to the man holding the baseball bat is going to clobber 
him. 

(12) is true iff there is a particular mosquito between the speakers 
which the speaker is aware of and intends the hearer to be aware 
of, and which is harmless. The first sentence of (13) is true iff there 
is a class of philosophers which in the conversational context 
speaker and hearer expect to spring easily to each other's minds, 
and all of them thought the argument in question was terrible. By 
the time the third sentence is uttered Parmenides has been brought 
to mind. But the third sentence is true iff all the philosophers who 
might originally have sprung to mind-most likely not including 
Parmenides-don't take Parmenides seriously. (14) is true iff by 
thinking of a colour that she would not at first have thought of the 
hearer can come up with the one that the speaker intended her to, 
and it would look surprisingly good there. (15) is true iff the class 
of things that speaker and hearer both know that the man holding 
the baseball bat is unlikely to think of includes one or more things 
that will soon clobber him. 

Ostenders can perform any referential function that English 
demonstratives can perform.'4 They can accomplish quite 
routinely referential tasks that would be daring and uncertain in 
English. Consider (15) for example: to get a 'this' to focus on what 
speaker and hearer might expect a third person not to expect would 
take infinitely careful stage-setting. Ostenders also allow less 
focused reference than English demonstratives do. Not only can an 
ostender leave the singular/plural distinction unspecified, in effect 
being ambiguous between 'this' and 'these',15 but it can leave the 
boundaries of the focal region in its characteristic ostension space 

14. You might worry that ostenders are not really demonstratives but rigidified vague 
predicates. See the longer version. 
15. 'Prox' and other ostenders would thus be at home in a language such as Mandarin in 
which the singular/plural distinction is optional, and usually unmarked. 
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undetermined. Thus in (11) it is left undetermined how far away 
from speaker and hearer the danger is. As the conversation 
proceeds the focal region may become constricted or expanded or 
shaped to some special purpose, just as an initial use of a vague 
predicate such as 'green' can be restricted at first only by its default 
limits and central cases but then become constrained by the 
decisions and conversational purposes of speaker and hearer. 

One further opportunity opened up by ostenders should be 
described. That is the opportunity for comparative ostension. If we 
can say 'prox sheep' and pick out objects in a vague region of an 
ostension space, we can say 'more prox ', and 'most prox' and pick 
out objects in a more precise relation in that space. Similarly for 
other ostenders. For example: 

(16) More prox sheep is mother to the less prox one. 
(17) Some more inter sheep are mating. 

(18) Most unevid sheep to the man in the blue hat is preparing to 
butt him. 

(16) is true iff there are two sheep such that one is evidently 
nearer the focus of the ostension space than the other and the nearer 
one is mother to the less near one. (17) is true iff there are sheep 
which are evidently not at the same distance between speaker and 
hearer and which are mating. (The comments on (6), (7), (8), 
showing why they are demonstrative rather than quantificational 
constructions apply to (16) and (17) too.) (18) is true iff the sheep 
that is clearly (to speaker and hearer) least likely to be thought of 
by the man in the blue hat is preparing to butt him. 

IV 

Combining A & B: freezing constraints. Both languages consist of 
English plus some add-ons. The added vocabularies do not overlap 
and the procedures for managing them do not interfere, so there is 
no obstacle to a language A+B which contains the features of both 
languages. But in fact if we have language A's time-links 'for' and 
'from' and language B's ostenders then it would be natural to apply 
the time links to the ostenders. We could tune a 'this' in the manner 
of language B and then preserve the tuning in the manner of 
language A. We would then have sentences like these: 
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(19) The prox from when we were looking at swallows animal is 
dangerous. 

(20) The sheep on the left is too far away to be prox for now. All 
prox from just now sheep are female. 

(19) is true iff there is a dangerous animal which is at the focus 
of an ostension space similar to the one which speaker and hearer 
were using when they were pointing out swallows earlier. In (20) 
the first sentence tunes prox so that its ostension space does not 
extend as far as the sheep on the left. Then the second sentence is 
true iff all the sheep picked out by prox thus tuned are female. 

Combining idioms from the two languages we can now construct 
conversations which are extremely hard to reproduce in English 
without either extreme cumbrousness or semantic ascent. We can 
also now produce conversations which take a lot of effort to 
understand immediately after absorbing the explanations of the 
new constructions. That is not surprising; you would not expect to 
master devices that allow one to express new and subtle thoughts 
without at least a little practice. What seems evident is that they are 
constructions and uses that could be mastered with a reasonable 
amount of effort, much less effort in fact than it takes to pick up 
the syntax of a really alien language. And to that extent it is not too 
hard to learn a language in which demonstratives and vague 
predicates have converged, in which the boundaries of 
demonstratives can be tuned and negotiated and in which there is 
a cross-reference between initial and subsequent uses of a vague 
predicate. 16 

Learning to communicate easily and naturally in the ways 
facilitated by languages A and B would not be a trivial 
achievement: in learning to do it one would be learning to handle 
vagueness and demonstratives in fundamentally similar ways. The 
ease with which speakers of languages like English can begin to 
learn such ways of thinking, as suggested by your comprehension 
of earlier sections of this paper, suggests that the links between 
vagueness and demonstrativity are implicitly present even in 
English. This is only a suggestion, as it is possible that 
comprehension of A and B has an entirely different basis to that of 

16. What uses might such a language have, besides illustrating points in the philosophy of 
language? Psychology, pedagogy, poetry: see the longer version. 
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English. Still, we now have good reasons to believe that vagueness 
and demonstrativity can be treated with closely related devices, and 
this gives us reasons to suspect that in languages like English the 
devices that manage them may be closely related. Does this show 
that vagueness and demonstrativity are deeply related phenomena? 
Not with certainty. But it makes that conclusion much more 
plausible. 

Dept of Philosophy 
University of Bristol 
9 Woodland Road 
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