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preface

To students: my hope is that this book will help you to think thoughts that were not
available to you before, and that it will be useful in practical activities of finding
information and then expressing it clearly. It aims to influence both your grasp of

language and your approach to searching and arguing.

To instructors: my hope is that this book will help you give a course where the students
are interested in the content for its own sake and find it relevant to their lives and
studies. They should comment freely and have their own ideas about some of the
content. There are suggestions about planning and delivering a course using this material
at the end of the book. I hope to post improved and corrected versions on the sites
where I am posting this. So comments and suggestions are welcome. Send them to

adam.morton@ubc.ca.

This text is based on a course I gave many times at the university of Alberta and the
University of British Columbia. It was an unusual course, meant to show philosophy
majors, and other humanities students whose main interest is not logic, that formal logic
connects with issues they find interesting. The aim was to give a course which covers the
standard symbolic logic topics but
— The wider focus is not on deduction but on search in databases. ("Database" in
computer science is very closely related to "model" in logic.) Students are more

interested in this. They do some form of database searching almost every day, and
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are frustrated at their inaccuracy. Students learn for example how to approximate
Boolean search on Google. Logical consequence drops out as a special case.

— The class and the teacher actually discuss. You don't just put up your hand when
you don't understand something.

— The course rhetoric is neutral about the place of deduction in reasoning. The
professor does not have to sell any debatable claims about effective thinking to get
the class to see that the topic is interesting and important. (Instead of assuming
them you can discuss them.)

— Students get more confidence and more facility with mathematically flavoured
thinking. By the end students should see that they can handle some topics that
they would earlier have found frightening.

— There is attention to the linguistic obstacles to phrasing a statement so it has

the consequences you want, or a search command so it gets the items you want.

So the emphasis is on organizing thoughts in words, what linguists and philosophers of
language call logical form, and the effect that awareness of this can have on your
thinking and problem-solving. In this connection traditional "logic problems", of the kind
found in logic puzzle books and aptitude tests, but not usually found in formal logic
textbooks, are discussed. This occurs mainly in the exercises. In fact, the exercises of

every chapter contain one traditional logic puzzle.

The exercises are important: you will get much more out of the course if you do most of
them, just as if you were learning a language. The exercises serve another function, too.

They prepare ideas that will be discussed in later chapters. This is important because
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some of the more difficult topics in most logic courses come towards the end, when
everyone is tired and there are many pressures on students. If you have done the earlier
exercises you will be ready for the later ideas when you meet them. I have placed these
anticipatory exercises fairly early among the exercises for each chapter, to make it harder

to avoid them.

The book is shorter than it may seem. Putting it on the web allows me to be generous
with spacing and type sizes, and there are many varied exercises. I use a lot of tables
and diagrams. There are no more words in the chapters, ignoring exercises than in a

rather smaller book.

It is useful to be able to think complicated thoughts. Science, mathematics and
economics would be impossible without them. So the delicate art of expressing yourself
accurately in language has a practical value. I think, if you will indulge me in a somewhat
mystical idea, that there is another, less practical, value to clear and subtle expression.
Having complicated stuff in mind is a central part of being human. Bees make honey,
birds sing, ants make ant-hills, and humans have subtle and complex thoughts. When we
write stories, create music, do mathematics, think about the universe, or make jokes we
are doing some of what we are here to do. And if you can handle logic you can do

another small part of all this.

I have had help and advice on this project from a number of people over the years. They
include Mia Bertanjoli, Jaqueline Leighton, Lisa Matthewson, John Simpson, Mojtaba

Soltani, and many students who made wonderful comments on what was and was not
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working for them. Alirio Rosales gave me a lot of help in the final preparation of the

document.

Vancouver, October 2017



chapter one: representing information

1: 1 (of 11) logic

Logic is about information. We represent information, also called data, in the form of
sentences, tables, diagrams which impose various structures on it, and then we extract
the same or related information and use it in solving problems. Logic traditionally focuses
on arguments, in which information in the form of sentences is deduced from premises or
assumptions. For example we might have as assumptions

the keys are either on my desk or in my backpack

the keys are not on my desk

and from them we could deduce the conclusion

the keys are in my backpack

The conclusion is a logical consequence of the assumptions: it can be correctly deduced
from them. We discuss logical consequence in part II of this book.

>> "correctly deduced": that was a substitute for an explanation to come later. but what
would it make sense to count as correct here?

>> throughout this book, the text will be interrupted by remarks and questions
formatted like this one. if you are reading the text it would be a good idea to pause and
consider your reaction to them. they are likely topics for questions and discussions in
class.

>> what other conclusions could be deduced from these assumptions?

Deducing conclusions from given assumptions is often not the best way of solving a
problem. The issue will be discussed later in the book, in chapter 6. But the central

problem is that there will be many assumptions that can be deduced from any

assumptions. And deducing as many as you can of these consequences will not show that
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some particular sentence can not be deduced from them. So given some information and
a question to answer in terms of it, you might deduce away for a long time without
getting an answer to the question, and still not know what the answer is. This should be

clearer from the example below.

I am not going to offer you a magic problem-solving method. This does not exist. But the
resources of logic are helpful in other ways besides describing logical consequence and
deduction from assumptions. Two ways that we will discuss in detail are forming clear
instructions for searching for information, and producing clear unambiguous language in
terms of which assumptions, conclusions, and the facts that make them true or false, can
be stated. These are our main concern in this first part of the book.

>> instructions can tell us how to do things besides search for information. which of
these other tasks have searching as a part?

1:2 (of 11) an example

You are investigating a crime involving corruption in high places and you have exactly
five suspects. You have put the relevant evidence for each in a nhumbered dossier, and
you have a summary sheet of notes, indicating each suspect with one of the code-names
Red, Green, Yellow, Blue, and Purple. To help you remember which powerful politician is
which, without risking writing down their names, you have memorized the following three

facts:

- The dossier for the politician you have named Red is either number 2 or number 5.
- The dossier for the politician Green has a higher number than the dossier for the

politician Yellow.
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- The dossier for the politician Blue has a higher number than the dossier for the

politician Green and lower than the dossier for the politician Purple.

A quick-witted friend looks through the dossiers and says "dossier 3 is pretty
incriminating, but I can see that there are some politicians it cannot be." Which

politicians, given the information just stated, cannot be the subject of dossier number 3?

To begin answering this question, summarize the relevant information. As fully stated in
language it could be overwhelming, so inventing a notation for writing down the relevant
facts is helpful

the politicians are: R, G, Y, B, P

R=2o0orR=5

G>Y

B>G

P>B

[suggestion 1: it helps to have the knack of inventing notations so you can focus on what
is relevant]

>> “the relevant information”: what information does this notation leave out?
Now we know that there is an ordering of the colours/politicians, but we do not know

where R fits in it. There are two possibilities, which we can represent as follows:

possibility A possibility B
1 P P
2 R B
3 B G
4 G Y
5 Y R

We could have described the reasoning that leads to these as a step-by-step process, but
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the way most people would do it is to see first that R has to be at 2 or 5 position, and
then to fit the others in.
>> what are we assuming without stating it, in doing this? why is it best not stated?
suggestion 2: it helps to see that there are only so many possibilities, and then to
represent them in a way, particularly a diagram, that allows us to use spatial or
numerical thinking.
You tell your friend that the dossiers are in order, from 5 for the most guilty-seeming, to
1 for the least. P is obviously the least guilty, but who is the next lowest? Your friend
reads through the dossiers and says "Red seems guilty as hell to me, the most likely to
be the culprit." Assuming this is right, who is the second to least likely?

>> well, who?

>> suggest some other questions that now have easy answers

The reasoning you did to answer this second question probably took the form of "this
therefore that" thinking between sentences. R =5, R =2 or B=2, if R=5 then R#2;

therefore B=2. This kind

.of thinking is a traditional topic of logic, and this book discusses it from chapter four. But

it is important to see that we cannot often solve a problem simply by applying it.

1:3 (of 11) databases

This book is not about solving logic problems, of the kind found on SAT tests and other
student-torturing devices. In fact, symbolic logic as taught in philosophy and math
courses rarely pays any attention to them. But we will regularly mention them and

related activities, in part because they illustrate points about reasoning and the



13
structuring of information, and in part because the skills they require and develop are
useful. In the rest of this chapter and the next, we are concerned with databases, like

those the diagrams for possibility A and possibility B in the example represented.

Very often when we have a collection of information, from which we can get answers by
asking suitable questions, the collection of information can be called a database. I am
going to use the term “database” to cover a wide range of things, basically any collection
of information (data) from which more specific information can be got by asking a precise
question. In particular, the term applies to what everyone includes as databases, namely
collections of information on computer systems that can be accessed by using programs
designed to get information out of them. So every time you look something up on
Google, or find the location of a book by using the library computer, you are dealing with
a database. In logic, a database is very often called a model. 1 shall use both terms,
usually saying “database” when we are searching in them, and “model” when we are

|ll

searching for them, as we do later in the course. I shall rarely use the word “model” until
chapter four, and then in five I shall switch and start saying “model”. This could be
confusing, so I am warning you now.

>> what about diagrams? what kinds of diagrams will fit this rough description of a
database?

Information in computer databases and other kinds of databases (such as telephone
directories or boxes of index cards) can often be represented as a table. A table has
vertical columns and horizontal rows. The intersections of the columns and the rows are

called cells, in which we can store little nuggets of info. (So for example the cell at the

intersection of the alice row and the Hungry column in the table below stores the
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information YES.) There are several different ways of writing down a database as a table.
One very simple way is possible when the information concerns a definite finite set of
individuals and we want to know which ones have which of several attributes or
properties. The set of individuals is called the domain of the database. For example
suppose the domain consists of six dogs who - at some given time - can have the
attributes of being hungry, or angry, or sleepy. Then we might represent information

about them as follows.

dogbasel Hungry ANgry Sleepy
alice YES NO NO
brutus YES YES YES
caspar NO NO NO
doodles NO NO YES
eloise YES YES NO
flossie YES NO YES

>> the domain of a database is a "definite finite set of individuals". describe
information that is not about a definite set of things. can there be information about an
infinite set?

Call this an object and attribute table. (When I speak of a table without further
explanation I will mean an object and attribute table.) The cells in the column to the left
have names of individuals, and the cells in the other columns have truth values (true or
false, yes or no.) Notice the way I have chosen a bold upper-case letter for each
attribute and a bold lower-case letter for each individual. This allows a quick way of
referring to individual cells: for example the cell for Angry and caspar is Ac. The content
of Ac is NO, so the sentence “Caspar is angry”, is false. We can save words just by saying
“Ac is false” or “the truth value of Ac is False”. If you want you can think of a single cell

such as Ac as a tiny database, with one individual and one attribute. It is what we will

later call an atomic proposition.
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1:4 (of 11) queries
We can get a lot of information out of a simple table like this, if we ask the right
questions. A helpful standard way to ask the questions is to begin them with the request
“find”. So

Find the hungry dogs.

Find some angry dog.

Find the dogs that are sleepy.

.Find the dogs that are not sleepy.

Take a moment to figure out the answers to these questions, easy though they are.
Notice how you can find the answers by looking for the right pattern of YESs and NOs in
the right places. So to find all the dogs that are not sleepy you go down the Sleepy
column and look for the NO cells, and then collecting the dogs on the same rows as these
cells. So you get Alice, Caspar, and Eloise. I have repeated the table, below, for ease of

reference.

>> do you always need all the objects fitting the description (criterion)? how would you
word the question or instruction to ask for less?

These simple questions can be combined to get more complicated questions. We can ask
- Find the dogs that are both hungry and sleepy.
- Find the dogs that are hungry and not sleepy.

- Find the dogs that are either hungry or sleepy. [see the
remark on OR in section 4 below]

- Find the dogs that are hungry and sleepy but not angry. [this

is the same as “hungry and sleepy and not angry”.]
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- Find the individuals — dogs in this case — that are not hungry, and are angry.
- How do the hungry dogs compare to all the dogs (more, same, fewer)?

How do the dogs that are not hungry and are angry compare to all the dogs?

dogbasel |Hungry |Angry [Sleepy
alice YES NO NO
brutus YES YES IYES
caspar NO NO NO
doodles NO NO IYES
eloise YES IYES NO
flossie YES NO YES

Can you figure these ones out? Do it yourself before checking just below. And notice how
here too you can find a quick little routine with the YESs and NOs for each one. I'll write
the answers with an obvious shorthand that will prepare for something later on:

H&S:b, f

H&notS: a, e

HorS: a,b,d, e f

H&S &notA: f

not-H & A: the null set, @

H compared to all dogs: fewer - some but not all of them
not H & A compared to all dogs: none of them

Notice how the routine you use to check for “hungry and sleepy” differs from the routine
you use to check for “hungry or sleepy”. We'll come back to that. Notice also that when
no individual satisfies the search criterion, there still is an answer, nhamely the null or
empty set, usually written @. (If I ask you to bring me, in a bag, all the presents under
the tree with my name on them, but no one has given me a present, you come back with

an empty bag.)

“Find all” begins an instruction, asking for the objects meeting some criterion. The
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criterion can be simple, as in “find all the individuals that are hungry” or complex, as in
“find all the individuals that are either hungry or not asleep”. Commands to find things
meeting some criterion are called queries or search commands. There is another way of
thinking of these searches, not as commands to find things but as questions about the
identity of things. For example

“They are hungry and sleepy: who are they?”

“I am hungry and sleepy and not angry: who am I?”
Seen this way riddles, found in all human cultures and popular with small children, are a
kind of query. “I have four legs in the morning, two at noon, and three in the evening:
what am I?”, “Brothers and sisters have I none, but that man's father is my father's
son.”, "What is it that you will break even when you name it?”
>> riddles have a charm that most other queries lack. why?
We can search for many things. Just considering databases, we can take one and search
for the things in it that meets some condition or criterion. The examples In this section
so far have been like this. Or we can take a database and a sentence and ask for its
truth value, whether according to the database it is true or false. Note that I said
"according to the database": many databases contain false information. For example in

this database

Elephant |Ostrich
london [YES NO
beijing INO YES

London is an elephant and Beijing is an ostrich. But that is absurd. In some books you
may see the phrase "true in database D" (or "true in model M": databases and models
are really the same; we'll get to that). But I shall avoid this phrase because it can be

confusing and instead I will talk of a sentence holding in a database, and sometimes a
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database (or model) making a sentence true. "London is an elephant" holds in the

database above, although it is not true (in the real world).

Suppose we are given two databases, dogbasel above and also dogbase2 below.

dogbase2 |Hungry |Angry [Sleepy
alice NO YES YES
brutus NO YES YES
caspar YEd NO NO
doodles YES NO YES
eloise NO YES NO
flossie NO NO YES

Then if we are asked to find which of these databases "Eloise is hungry" holds in, we give
the answer dogbasel, since it does not hold in dogbase2. Searching for databases is
important, as it connects search, our interest in the first four chapters, to logical
consequence, the traditional topic of logic. (In fact they are both forms of reasoning, and

pretty easily converted into one another.)

Simple queries require you to come up with a list of things from a database. The activity
you do in response to a query is a search. So if I say “go to the refrigerator and get me
the vegetables that are red and not rotten” those words are the query, and the search
consists in you going over to the fridge and getting, say, a fresh tomato and three
radishes, leaving two rotten tomatoes to ooze in the bottom drawer. In this case you are
physically going to the objects and getting the desired ones. One general image is of a
net that you sweep through a pool of candidates, catching just the right ones. A different
image is of a filter. You might pour the collection through a filter that only allows things
of the right kind to pass through.

>> “Simple queries” fetch objects from the domain. queries which get YES or NO (T or
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F) or sets of pairs or databases themselves do not. how can we describe these queries
so that they too fetch things from a domain?

1

_"
NO YES

We search on the internet most days of our lives, whether on the well-known search
engines such as Google or DuckDuckGo or using the search facilities of online stores,
libraries, and specialised sites. The amount of information to be retrieved this way is so
enormous that we have to think hard about how to formulate our queries so that we
increase the chances of getting the information we want. Logic is very relevant here, as

we shall see.

1:5 of 11) what we can search for

Databases concern individuals and their attributes. (And relations between individuals, as
we will soon see.) So searches in databases are usually aimed at finding individuals
having particular attributes, especially complex attributes defined in terms of simpler
ones. But we can search for many other things also. Two important searches are for truth

values and for databases themselves.

The truth value of a sentence is True if it is true, and False if it is false. (Now that does

not sound surprising, does it?) We can take a database and search for the truth value a
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particular sentence. For example we can take the database of dogs and search for the
truth value of "Doodles is angry". We do this by locating the individual d in the database
and locating the attribute A, and then seeing whether the cell where these meet has a
YES or a NO. If it is YES then the truth value is True, and if it is NO then the truth value

is False.

To illustrate a search for a database consider the following three individual and attribute

tables.

Mon |Angry |aSleep Tues |Angry [aSleep Wed |Angry @Sleep
d YES NO d YES NO d NO YES
f NO YES f YES NO f NO YES

With these three databases, we can we can say "find the databases in which Flossie is
asleep ", or "find the databases in which neither Flossie nor Doodles is asleep”. We can
also ask more complicated questions, such as "find the databases in which only the angry
individuals are asleep". The answers to the three searches are {Mon, Wed?}, {Tues}, and

{none of them}.

The searches can be aimed at truth values, also. We can say "find the database where

the truth value of Sf is True", and so on.

I described these as searches for databases, but each databases is named with reference
to a sort-of individual. So we can rephrase them as "find the days of the week (within

this range) when Flossie is asleep"”, and so on. This illustrates the point that searches for
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databases and searches for individuals are rather similar. In the early chapters of this
book the searches are for individuals, but it should not be shocked when later on it is

databases (models) that we search for.

In everyday life we switch easily between searching for individuals and searching for the
locations within which we can find them. In fact, we do not make a sharp distinction
between these. We can search in the rooms of the house for a lost phone, and also
search for the rooms in which it might be. (Suppose that it has a GPS function that we
can access on the Internet, which is accurate enough to tell us which room it is in but not
where in that room.) For many purposes after identifying the room we will have to search
in its for the phone, but there are purposes for which it would be enough to know which
room it was in. (Suppose we want to avoid taking a nap in the room where the phone

might ring.)

To repeat, the material in this section is just background for the following chapters. There

will be more detail about searching for databases when it is needed.

1:6 (of 11) a remark on OR

In English sometimes when we say "or" we mean "one or the other but not both" - the
"exclusive" sense of or — and sometimes we mean "one or the other and maybe both" —
the "inclusive" sense. But, when in logic we say "or" we mean the second: "at least one
of the two (perhaps one, perhaps both, just not neither)". It's what "or" means when you
say:

"It will rain or it will snow.” Surely this is still true if it rains and snows.
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“You can come to the party if you are my friend or_if you bring a present.” Surely
this doesn't mean that if you are my friend and bring a present we won't let you in.
“He is either lying or confused.” Still true if he turns out to be both lying and
confused.
Notice that in the last of these examples the OR is inclusive, even given the “either”. We
can illustrate this point with examples about searching, too. Suppose I say "get me all
the books that are either valuable or have lurid covers". You go into the next room and
you see a book that is valuable and has a lurid cover. Do you bring it? Sure. (On the
other hand when we say “for five dollars you can have soup or salad” we probably mean
that you can’t have both.)
>> there is an important distinction in the philosophy of language between statements
which are false and those which are misleading, because they can lead people to have
false beliefs. give some examples. how is this relevant to the two senses of OR? Which
one does it suggest is basic? (hard questions)
1:7 (of 11) relations
Much information cannot be represented with an object and attribute table. For most
information is based not on individual things having single attributes, but on several
things bearing some relation to one another. So, to stick with our six dogs, we might
want to know which dogs chase which other dogs, on a particular morning. Suppose that
Alice chases Caspar. We cannot express this by saying just “Alice chases and Caspar is
chased”, as that would be true if Alice chased Doodles and Flossie chased Caspar but
Alice did not chase Caspar. We need to have, as basic units of information “_ chases ..".
That is, we need the information how the dogs relate to one another. These are relations.
“Chases” is a two-place relation, as are “loves”, “is to the north of”, and many others.

There are also three-place relations, such as “is between” (“Calgary is between
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Vancouver and Montréal”, "NYC is between DC and Boston”) and “is the sum of” (17 is
the sum of 9 and 8”). An important fact about language and about reality is that we
cannot describe the world without relations. One-place attributes are not enough. A lot of
the complication of language comes from the need to express relations, and to say which
individuals bear which relation to which other individuals. Symbolic logic gives important
insights into how we think with relations and what the facts we express with language
are. The way these things are expressed in logic is rather unfamiliar to people used to
normal spoken languages, though. Relations will be just a small incidental complication
here at the beginning of the course, but they will become very important. So, beginning
in this chapter, the way logic treats relations will be introduced bit by bit, so that it

gradually comes to seem natural.

1:8 (of 11) relational grids

Information about relations can also be given in tables. Suppose that some of our six
dogs chase some others, on a particular day. We can represent this with a different kind
of table, with the same domain. (Watch out. This table looks like the object-attribute

tables we have been using, but it represents information in a different way.)

Chasesl1 alice brutus caspar doodles |eloise (flossie
alice YES YES YES YES YES YES
brutus YES NO YES YES NO NO
caspar NO NO YES NO NO NO
doodles NO NO YES NO NO YES
eloise NO YES YES YES NO NO
flossie YES NO YES NO NO NO

Call this a relational grid, or for short a grid. Note that in reading it order is important:
Alice chases Caspar but Caspar does not chase Alice. We start from the names listed

vertically and we use the YESs and NOs to relate them to the names listed horizontally.
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This is a reflection of another basic fact about language and the world: many relations
are intrinsically one way - they often hold between a and b but not between b and a. The
most famous such relation is “loves”: where would literature be, were it not for the fact
that often he loves her but she doesn’t love him? (A relation like this, where sometimes
one object bears it to another but the other does not bear it to the first, is called

asymmetric. We live in an asymmetric universe: there are many such relations.)

The cells of a relational grid say of two individuals whether or not they are connected by
the relation. We refer to, for example, the cell in the Chases grid at the meeting of the
Doodles row and the Eloise column, as Cde. It has a NO, so that the sentence “Doodles
chases Eloise” is false. Again we can save words just by saying “Cde is false” or “the
truth value of Cde is False”. Or just “not Cde”. Note that the order is important: the
content of cell Ced is YES, Eloise chases Doodles, and the truth value of Ced is T.

>> this grid has a row consisting entirely of YESs, and a column consisting entirely of
YESs. what does this show about the relation? can we have an all-YES row without an
all-YES column?

1:9 (of 11) questioning grids

We can get information out of a relational grid by asking questions, too. Given the table

above we can make the following queries:

=

. Find the dogs who Alice chases.

2. Find the dogs who chase Alice.

3. Find the dogs who chase Caspar.

4. Find the dogs who are chased by Caspar (i.e. all the dogs who Caspar chases.)
5. Find the dogs who Brutus does not chase.

6. Find the dogs who do not chase Doodles.
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7. Find the dogs who are such that Brutus chases them and they chase Doodles.

8. Find the dogs who either chase Brutus or chase Flossie.

9. Find the dogs who either chase Brutus or are chased by Flossie.

10. Find the dogs who chase themselves.

11. Find the pairs of dogs such that the first chases the second but the second does

not chase the first.
Though these are fairly simple questions, they can be confusing. Part of the confusion
comes from the English language, and we will soon introduce some notation to make
things clearer. The answers to these questions are:

1. dogs who Alice chases: a, b, ¢, d, e, f

2. dogs who chase Alice: a, b, f

3. dogs who chase Caspar: a, b, c, d, e, f

4. dogs who are chased by Caspar: ¢

5. dogs who Brutus does not chase: b, e, f

6. dogs who do not chase Doodles: ¢, d, f

7. dogs who Brutus chases and who chase Doodles. a

8. dogs who either chase Brutus or chase Flossie: a, d, e

9. dogs who either chase Brutus or are chased by Flossie: a, e, ¢

10. dogs who chase themselves: a, ¢

11. pairs of dogs such that the first chases the second but the second does not

chase the first: (a,c), (a,d), (a,e), (b,c), (b,d), (d,c) , (d,f) , (eb), (ec),

(e, d), (f,c)

(You may wonder how Alice and Caspar manage to chase themselves. Well, in

Alice’s case, when all the others are hiding from her she gets bored and chases her
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own tail. Caspar on the other hand is a rather stupid and frightened dog, and
sometimes he gets a glimpse of his own shadow and runs away from it. So we
might say that Alice chases herself and Caspar is chased by himself.)

Notice how to answer some of these questions we have to scan columns looking for
patterns of YES and NO, and to answer others we have to scan rows. To answer a few we
have to scan both. This is linked to the difference between “chases” and “is chased by”.
To find those who Alice chases — who are chased by Alice - you look along the Alice row;
to find those who chase Alice you look down the Alice column.

>> which of these questions are harder to answer? why?

With databases in the form of relational grids we can search for truth values just as we
can when they are individual and attribute tables. For example given Chasesl we can
search for the truth value of "Brutus chases Elose", and find the answer is False. And
given another grid as well, for example Chases2 below, we can ask which of them "Eloise

chases Brutus" holds in. The answer is that it does in both of them.

chases2 |alice brutus caspar |doodles |eloise (flossie
alice NO NO NO NO NO NO
brutus NO NO YES YES NO NO
caspar YES NO YES NO NO NO
doodles YES NO YES NO NO YES
eloise IYES IYES IYES YES NO NO
flossie NO NO YES NO NO NO

1:10 (of11) different ways of representing relations
This same information could be represented in different ways. We could use a somewhat

different table.



Chases

alice alice
alice brutus
alice caspar
alice Eloise
alice doodles
alice flossie
brutus alice
brutus caspar
brutus doodles
caspar caspar
doodles |caspar
doodles fflossie
eloise brutus
eloise caspar
eloise doodles
flossie alice
flossie caspar
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This is @ more cumbersome way of presenting this particular information. But it is quite

standard in computer science, and has some advantages, for example with three and

more place relations (see below). Call this a list of tuples table. (Because in this case it is

a list of pairs of individuals. If the relation was three place we would have a list of triples

of objects. Pairs, triples, quadruples, ... are often called n-tuples, or just tuples.)

We could also present the same information as a set of sentences:

alice chases alice
alice chases brutus
alice chases caspar
alice chases eloise
alice chases doodles
alice chases flossie

brutus chases alice
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brutus chases caspar

brutus chases doodles

caspar chases caspar

doodles chases caspar

doodles chases flossie

eloise chases brutus

eloise chases caspar

eloise chases doodles

flossie chases alice

flossie chases caspar
You can see that this is not a very good way to present information, if we want to get
answers out of it without much trouble. No wonder that we use graphs, tables, and
diagrams.
>> are there situations where this would be a useful way to present information?
The tables we looked at earlier listed objects by their attributes, and these tables we
have seen in this section list objects by their relations to one another. Attributes and
relations are both expressed in language by predicates, sequences of words which can be
true of things. Thus “is human” is a one-place predicate true of Ada Lovelace (the first
computer programmer), Beethoven, and of you, and “is a dog” is a one-place predicate
true of Doodles and of Flossie, because, for example, “"Ada is human” and “Flossie is a
dog” are is true sentences. “is to the north of” is a two place predicate, corresponding to
true sentences like “Toronto is to the north of New York City”. And “is between” is a three
place predicate, since there are true sentences like “"Nanjing is between Hong Kong and

Beijing”
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1:11 (of 11) graphical representations
Sometimes it is more intuitive to give data in the form of a picture. With a two place
relation we can draw a picture by using an arrow to connect two objects when the
relation connects them. For example the chasing relation between the six dogs could be

given by the picture below.

i-1

I will call a picture like this an arrow diagram. There is an arrow for each pair (Xx,y) where
x has whatever relation we are describing to y. Sometimes an arrow will go from x to y
but not back from y to x. Then x has the relation to y, but y does not have the relation to
X, as when Xu sees Yang, from his hiding place, but Yang does not see Xu. Arrow
diagrams are going to be important in this course, so it is worth taking the time to

become comfortable with them.

The special roles of Caspar and of Alice are easy to see from this picture. (They're not
hard to figure out from the relational grid table, either, but they do not exactly leap to
the eye from the list of tuples table. And you might never notice them when the data is a

set of sentences.) You can think of the darker arrows looping from each to itself as not
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only showing that Alice chases Alice and that Caspar chases Caspar, but also as saying
“hey, notice these two: they’re special.” The arrow diagram has been laid out to show
this: the graphical arrangement of a diagram makes a big difference to what information

is easily got from it.

Another way of putting the point about the roles of Caspar and Alice is that the diagram
makes it easy to see the results of some particular searches

“Find the dogs that chase all dogs” gets a

“Find the dogs that all dogs chase” gets ¢

“Find the dogs that Alice chases” gets everything

“Find the dogs that chase some dogs” gets everything.
(The question is not "...that chase all other dogs”: it asks for a dog that chases each one
of the dogs, and that will include chasing him or her self.) The interesting point now is
how finding the dogs who chase all dogs and who are chased by all dogs is easy given
the arrow diagram. Alice is at the centre of a star of arrows going to every dog, and
Caspar is the target of a flock of arrows coming from every dog. It's not much harder to
see this information from the relational grid table: Alice is at the beginning of a full row
of YESs and Caspar is at the head of a full column of YESs. (But it takes a moment’s
thought to see why the row of YESs means that Alice chases all the dogs, or why the
column of YES means that Caspar is chased by all the dogs.) So this particular relation
has the special features that there is something that has the relation to everything, that
there is something that everything has the relation to, and everything has the relation to
something. There are exercises at the end of the chapter to make arrow diagrams more

familiar to you.
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>> think of an arrow diagram that is harder to work with than the corresponding grid
There are many ways of giving information visually, and different ones work best for
different purposes and different kinds of information. We use many different kinds of
tables, graphs, and diagrams. We often use diagrams that look like arrow diagrams
without the arrows. And when we do include arrows or something serving the function of
an arrow we often do not indicate whether when the relation holds between two objects
in one order it hold in the reverse order, whether it holds between an object and itself,
and so on. For example, in the diagrams for possibility A and possibility B of the example
in section 2 I wrote P above R in possibility A, and so on, and R above G, without stating
that this means that the "lower dossier number" relation also holds between P and G.
This didn't need stating because it was clear from the meaning of the words in the
problem. But if the words had unusual meanings, as they often do in logic and math,

then it would have been necessary to state this.

Maps are a good example. Here is a map of the subway system of an imaginary city.

airport - stadium - happyGrove - businessDr - cityHall - trainstation - depressionville - richland |

The relation sign "-", between a and s and so on, could be several relations. It could say
of a and s, for example, that they are neighbouring stops, or that passengers can get
from one to the other, that the first is further out from the center than the second, or
that the first is to the west of the second. Since you are used to reading maps and know
how transit systems are laid out, you can get information about all of these from the
map. (But if you were unfamiliar with maps or public transit it would be much less

obvious to you.)



32
>> "“neighbouring stops”, or “can get from one to the other”, “first is further out from
the center than the second”,first is to west of second”. are all of these equally likely
interpretations of a map like this? if we wanted to block one of these interpretations how
would we show this?

There are many examples of familiar types of diagrams. Family trees are another good
example. When they represent a two place relation between individuals in a definite set,
they can be translated into the arrow diagrams we will use throughout this book, though
the arrow diagram .will sometimes have a confusing amount of "extra" information.
There are exercises at the end of this chapter to make you more familiar with arrow

diagrams and their connections with maps, family trees, and other diagrams. In later

chapters we come to terms with relations that have more than two places.

words used in this chapter that it would be a good idea to understand: argument, arrow
diagram, criterion of a query, deduction, database, domain of a database, object and

attribute table, query/search command, predicate, relation, relational grid.

If you are uncertain about any of these you should ask.

The index at the end of the book says where terms are explained or defined.



And you thought I was making all this up ....

Doodles Eloise

Flossie
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exercises for chapter 1

These, like the exercises for most chapters, are divided into three parts. Part A is
questions you should be able to answer. Part B is more of the same, in case you want
extra practice. And part C is harder questions needing more sophistication or more
reflection. It would be a good idea to look at the C questions even if you find them
challenging, and to ask about issues that they raise. You will also find a few questions
where you think "Hey: he did not say how to do this". This is deliberate. It is meant to
make you think, sometimes in a way that prepares you for an idea in a later chapter.
(Many things are easiest if you have figured them out for yourself before they were

explained to you.)

A - core

1) Exactly six guideposts, numbered 1 through 6, mark a mountain trail. Each
guidepost pictures a different one of six animals: fox, grizzly, hare, lynx, moose, or
porcupine.
The following conditions must apply:

The moose guidepost is numbered lower than the hare guidepost.

The lynx guidepost is numbered lower than the moose guidepost, but higher than the

fox guidepost.
Which of the following animals CANNOT be the one pictured on guidepost 3?

fox, grizzly, lynx, moose, porcupine
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2) (In the same situation) if guidepost 5 does not picture the moose, then which of the

following must be true?

- the lynx is pictured on guidepost 2

- the moose is pictured on guidepost 3

- the grizzly is pictured on guidepost 4

- the porcupine is pictured on guidepost 5

- the hare is pictured on guidepost 6

3) Describe your thinking for questions 1 and 2 in terms of (a) a diagram and (b) your

use of the word "if".

4)
Subway Hockey French-speaking
montréal YES YES YES
toronto YES YES NO
new york YES YES NO
chicago YES YES NO
paris YES NO YES
trois rivieres NO NO YES

a) Find all the cities that do not have a subway.

b) Find all the cities that have a subway and do not have a hockey team.
c) Find all the French speaking cities that have a (NHL) hockey team.

d) Find all the French speaking cities that do not have a subway.

e) Find all the cities that are not French speaking and do have a subway) .

f) Find all the cities that either have a hockey team or are French speaking.

5) a) State a query which when applied to the database above will get Montréal and
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Paris.
b) Write a query which will get Montréal, Toronto, and Chcago.

c) Write a query which will get all the cities to the east of Montréal.

6) Suppose you are searching for books on the library computer. (a) you enter *Morton”
for “author”, (b) you enter “Morton, Adam” for “author”. Which request will give the
longer list of answers? (More hits.) Why? Suppose you are doing a Google search and
you enter “sex” and get zillions of hits. You add another keyword and enter “sex,

chromosomes”. Which will get you more hits? Why?

7) Fillin the blanks in the table below so that the question “I am rich and happy. who

am I?” gets bo and mo, and "I am rich and not happy. who am I?” gets only jo.

Rich Happy

bo

jo

8) The database below has one blank cell. How must the cell be filled in so that “Find
everyone who is either guilty or a suspect” gets the answer “zorro, yannis, xeno”? How
must it be filled in so that “Find everyone who is neither guilty nor a suspect” gets

“zorro”. (“neither guilty nor a suspect” is a way of saying “not guilty and not a suspect.”)

Guilty Suspect
ZOorro NO
yannis [NO YES
Xeno NO YES

9) The database below has two blank cells. Suppose we know that before the cells were



38

blanked out someone did a search for “Find everyone who is either dangerous or not

crazy” and got Alfons, Casimir (and no one else). Can you fill in the blanks?

Dangerous |Crazy
alfons YES NO
bridget NO YES
casimir NO
dolores NO

10) Which grid ((a), (b), (c), or (d)) describes the same relation as each of the arrow

diagrams below?

(@ | 1 m | n (b) | I | m n (o] 1 m | n (d)| 1 m n
I |YES|NO |NO I |NO|YES|YES I NO|NO |NO I | NO |YES | NO
m | NO |YES| NO m [NO|NO | NO m | YES |[NO [NO m | NO| NO | YES
n | NO | NO | NO n |[NO|NO | NO n | NO [NO NO n YES| NO | NO

11) a) In the arrow diagram marked (ii) in exercise 7, add arrows (perhaps in a
different colour) to join all pairs that do not have the relation. That is, given any x and

any y such that x is not joined by an arrow in the original diagram, join them by a (new,

or additional) arrow.
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b) In diagram (iv) circle those individuals that do not have the relation to themselves.
c) In diagram (ii) add arrows (perhaps in a different colour) to join all pairs such that
the relation holds in one direction but not in the other. (That is, such that the first has
the relation to the second but the second does not have the relation to the first.)
(This question describes a kind of search, defined in terms of relations rather than

attributes. Do you see why?)

12) The table below has some blank cells. All the same, you can know what the
answers to some searches are, and whether some sentences are true in the database

(that is, whether the search for “what is the truth value of the sentence” gets the answer

“True”.)

Cat Dog Animal
garfield YES
tabitha YES |NO
macavity YES |NO YES
alice NO YES YES

For each of the following queries, either give the answer, or state that there is not
enough information in the database.

a) Find all the individuals that are either animals or cats.

b) Find all the individuals that are cats and not animals

c) Find all the individuals that are animals and not cats

d) Find all the individuals that are cats and animals

e) Find the truth value of “some cats are animals”

(warning: the database does not require that all cats are animals.)



B — more

13) In the table for exercise 9) for each of the sentences below fill in the blank cells

one way so as to make it true (the answer to “what’s its truth value” is True) and

another way so as to make it false.

all cats are animals.

no dogs are cats

all cats that are not dogs are animals

14) In which of the databases below do the queries listed below them have the given
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answers?
1 Cat Curious Fish 2 Cat Curious Fish
Moggie YES YES YES moggie YES NO MO
Molly MO YES NO molly YES YES YES
Millie YES YES NO millie YES HNO NO
3 Cat Curious Fish
Moggie YES YES NO
Molly YES HO NO
Millie YES YES YES
a) Find the truth value of ‘some cats are fish’.  True
b) I am a curious cat: who might I be? o

c) I am either a curious cat or a fish: who might I be? m, |

d) Find the truth value of ‘all cats are fish". False



15)
Beat leafs |oilers ducks hurricanes
leafs NO NO NO NO
oilers YES NO YES NO
ducks YES NO NO YES
hurricanes YES YES NO NO

(These data are not meant to be accurate!)

a) Find all the teams that the Oilers beat.

b) Find all the teams that beat the Oilers.

c) Find all the teams that beat some team that beat the Leafs.

d) Find all the teams that either beat the oilers or were beaten by the Ducks.

e) I beat a team that either beat some other team or that did not beat the Oilers:

what might I be?
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f) Are there three teams such that the first beat the second and the second beat the

third, but the first did not beat the third?

16) Find a query which will get the teams that beat some American team. [This is a

type of problem that requires taking some factual information from outside the database

and translating it into the language of the database. In case you need to know, the leafs

are from Toronto, the Oilers from Edmonton, the Ducks from Anaheim California, and the

Hurricanes from Carolina.]

17) Draw an arrow diagram containing the same information as the table in 12 above.

18) a) Who has the relation below to at least one individual ? b) Who to none ?

c) Who has the relation to an individual who has it to someone (is a grandparent)?
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d) For which individuals are there two individuals that bear the relation to it (has two
parents)?
e) find (pairs) x,y: x is a parent of y & y has just one parent (note that only this last

question is asking for pairs) .

Qa/ahn o < qpa\“?—;\-{— CP

><L abela -
e’

¢ T 'Cev\

gecuméb H

C - harder

19) Suppose that in the diagram of the subway in section 10 of this chapter the arrow

n

had meant “you can get from the first station to the second station.” What arrows would

have to be added to make it an accurate map?

20) In the grid below one cell is blank. What answer does the query “Find everyone
who admires Osman” have to get in order for that cell to be YES? Find a query such

that if it gets the answer “Tom” then that cell must be NO.

Admires |sam tom osman
sam YES NO YES
tom NO YES
osman NO YES YES
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21) In the database of question 18), which of the following get True, which False, and

for which is there not enough information?

a) Find the truth value of “everyone admires himself”.
b) Find the truth value of “everyone has an admirer”.
c) Find the truth value of “all Tom’s admirers are admirers of Osman”.
d) Find the truth value of “someone has no admirer”.

(Note: a person’s admirers are the people who admire her, which may not be the same

as the people she admires.)

22) In the database of 20, how do we have to fill the blank cell in order to make “all
Tom'’s admirers admire Osman” true? How do we have to fill it in order to make

“everyone who does not admire Sam admires Osman” false?

23) a) Make an arrow diagram in which there are arrows joining all pairs which have
the relation in (i) below and do not have the relation in (ii). (So by combining the
relations in this way we have got another relation.)

b) Make an arrow diagram with arrows joining all pairs which either have the relation in
(ii) or do not have the relation in (i).

(Before doing either part of this question you may want to think about exercise 11.)
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24) Some tables are given in section 2 are special in that every set of individuals is the

answer to a question. When will this be the case?

25) Can you find a pictorial way of representing the “chases” information about the six

dogs in section 8 of this chapter, that is not an arrow diagram?

26) Give examples of four and five place relations.

27) (indexed tables) I said that relations cannot be replaced with one-place attributes.
That is true. But there is a way in which a set of object and attribute tables can represent
a relation. We can make a separate object and attribute table for each individual in the
domain, showing what other individuals it has the relation to. So with the Chases

database we could have six tables, of which the first two are as follows.



Alice-chaser

alice YES

brutus YES

caspar NO

doodles NO

eloise NO

flossie YES
Brutus-chaser

alice YES

brutus NO

caspar NO

doodles NO

eloise YES

flossie NO
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and so on. What would the other four tables look like? How could we extend this idea to

represent a three-place relation in terms of two-dimensional grids? How could we use it

to represent a three-place relation in terms of object and attribute tables?
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2:1 (of 9) scope

chapter two: queries and searches

47

We get information out of databases by asking questions. But if you ask the wrong

question you do not get the answer you wanted. In this chapter we discuss one aspect of

carefully-worded questions, or queries, which feature in Boolean searches, focussing on

the words “and”, “or”, “not” and “if".

Consider again the simple object and attribute table from chapter one.

Hungry Angry Sleepy
alice IYES NO NO
brutus YES YES IYES
caspar NO NO NO
doodles NO NO YES
eloise IYES IYES NO
flossie YES NO YES

Suppose we want to collect together the hungry dogs and the angry dogs. We want the

hungry ones and the angry ones, so we should say “find the dogs that are hungry and

angry”, right? Wrong. That search will get us the dogs which are both hungry and angry

— Brutus and Eloise — while we want both the dogs that are hungry and the dogs that

are angry — Alice, Brutus, Eloise, and Flossie. What we should say is “find the dogs that

are either hungry or angry”. To put it another way: don’t confuse “if it is hungry include

it and if it is angry include it” with “if it is hungry and angry include it”. The first is the

one we want, and it is equivalent to “if it is hungry or angry include it”, as we will see

later. (Stop for a moment and feel the difference in meaning between “if hungry then
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include and if angry then include” and “if hungry and angry then include.”)

This confusion between “and” and “or” is very easy to make. It is not surprising that this
can be confusing, as the English language is not very helpful here. In fact, this is a
special case of a deep and general problem about English and other natural languages.
They are not very clear in the way they indicate the scope of important words. Scope is a
matter of the order in which words apply, which may not be the same as the order in
which they are said or written. Imagine a conversation where we are talking about a
would-be horror movie and I say "it is not very scary". You reply "that's under-stating it:
it is very un-scary". I said NOT VERY scary” and you aid something different and
stronger, VERY NOT SCARY. A movie at a scariness level of 5 on a 0-10 scale would be
not very scary, but a movie at a level of 0 would be very not scary (very unscary). We
will see examples contrasting not all with all not, not believe with believe not, don’t and
with and don't, find both contrasted with both find. So scope is a matter of which words
would come first if you expressed yourself perfectly precisely. In the case we have just
been discussing we have to distinguish between

Find all the dogs like this: each one is hungry and angry.
and

Find all the dogs like this: each one is hungry. And Find all the dogs like this: each

one is angry (and then combine the two)

The first of these says “find (hungry and angry)” while the second says “find angry and
find hungry”. Or, to put it a third way, the first says

Find all of the dogs with both attributes: hungry, angry



49
while the second says.

Do both of the following: find_all of the hungry dogs, find all of the angry dogs

From this last way of putting it you can see why I said scope is a matter of what words
would come first if we were speaking absolutely precisely. In “Find all with both” the
“both” follows the “find all” — or as we say in logic “both” is within the scope of “find all”
— while in “Both: find all hungry, find all angry” the “both” comes before the two “find
all”’s, which are within its scope. So it is the second that we should use when want to
collect together the hungry with the angry. (And, as we’ll see soon, it can also be
expressed with “or”.) There is scope in arithmetic too: half the square root of 9 is not the

same as the square root of half of 9.

Suppose that you are getting things for me from a drawer. It has three red wool socks,

two red polyester socks, two green wool socks, three blue silk socks, red_shorts, and a

diamond ring. I say to you "Get all the socks that are not wool and red." You should ask
for more explanation before rummaging through the drawer. The request may mean.

(a) Get all the socks that are not wool and are red =

(NOT WOOL) & RED = the two red polyester socks

or it may mean

(b) Get all the socks that are not wool-and-red = NOT (WOOL & RED) = the two

red polyester socks, the two green wool socks, the three blue silk socks

These are clearly different.
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English and other spoken languages are usually rather unclear about scope, leaving it up
to the common sense of hearer or reader rather than stating it explicitly. There are many
examples. Suppose that you come home at 3 am and find a note saying

“"DON’T come home late and take out the garbage”.

This might mean two things.(i) Do not come home late, and also do take out the
garbage. (ii) Do not do this: come home late and take out the garbage. The first might
seem more likely but it is easy to imagine situations in which the second might be the
message. (They bug you to take out the garbage but you never do, except when you
come home in the middle of the night, singing, and decide to do it, clattering the garbage

cans and waking everyone up.)

Or suppose one person says to another “I don’t believe that there is a god.” Is the person
saying “I believe that there is not a god” or “It is not true that I believe that there is a
god”? The second is what the person would mean if they thought there was not enough
evidence to decide either for or against the existence of a god. To tell which one the first
person means, whether they are an atheist or an agnostic, the second person may have

to ask her to be more explicit.

>> which of these is the atheist's answer, and which the agnostic's?

Or suppose that one person says “all of my dates were not disasters”. (Think of it as an
angry reply to someone teasing him: all your dates have been disasters.) He may be
saying “the following is not true: all of my dates were disasters” (that is, some of them

were non-disasters). Or he may be saying “this is true of all of my dates: they were non-
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disasters” (that is, none of them were disasters.) You can’t tell which if you take the
sentence in isolation. A Volvo advertisement says “the world’s first four-seat convertible
with a three-piece retractable hardtop.” When you first scan it you think “the world’s first
four-seat convertible” (and perhaps some part of your mind thinks “the world’s first
convertible with a retractable hardtop”). But all they are really claiming is to be the first

convertible to have both 4 seats and a 3-piece retractable hardtop.

(A group of philosophers were planning a soccer game while I was writing an early
version of this chapter. One sent an email to everyone saying “bring both light and dark
T-shirts”. The idea was that when we split into teams everyone could tell who was on

which team. One person came wearing a striped T-shirt. Only a philosopher.)

These examples, and many more, show something that it helps to develop a feel for
when studying logic (And which sharpens your awareness of what we communicate with
language.) Soon we will develop a notation that makes it easier to be clear about these
things. But the notation goes hand in hand with sensing these ambiguities in ordinary
language: the notation makes it easier to sense them, and having a sense for them

makes it easier to understand the notation?.

I will sometimes use ways of writing sentences that are not regular English — and are
not the official notation of logic either — which are meant to make scope distinctions

easier to see. For example in English when we say "“if you touch it, it will not break”, we

1 In logic one item (sentence, predicate, or whatever) either is or is not within the scope of
another. No overlapping, no halfway. Analogues of scope elsewhere in life are not so definite.
Musical phrasing, for example, which puts one sequence of notes within another, is rather more
fluid.
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usually mean “it is not the case that if you touch it, it will break”. That is to say, it is not
fragile. But we might also mean "“If you touch it, that will make it fail to break”. That is,
touching it will make it cease to be fragile. In the “Expanglish” ("English-ish", as I shall
say in places) I will sometimes use, these could be written as

This is false. if you touch it, it will break

Suppose you touch it. then it will not break
And similarly we could say:

This is forbidden. You come home late and you take out the garbage®

You are forbidden to come home late. You are required to take out the garbage®

You must bring a dark T shirt. You must bring a light T shirt®

You must bring a T shirt. It must be light and dark®
The idea is that it is sometimes easier to be clear with a linked series of mini-sentences
than with a single complex sentence. I will use this idea from time to time in later
chapters, often without remarking on it. (If your main language is not English please
note that this is funny Adam Morton language, and not regular English. Don’t give it to
other profs.)
>> express the difference between "I am indifferent to onion-flavoured ice cream" and
"I avoid onion-flavoured ice cream" using the words "want" and "not" but without
"indifferent" or "avoid".
>> "I must do it" and "I have to do it" mean (almost) the same, but "I mustn't do it" and
"I don't have to do it" have different meanings. How can this be?
2 (of 9) Boolean connectives
We can use and, or, not to combine attributes or relations or whole sentences. (If too: I'll
get to that.) The meanings of these words are clearest when we are dealing with

individuals and attributes (one place predicates.) Consider a different object and attribute
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table (because you are probably getting bored with Alice and Caspar.) This is a table of

actors
Glamorous Acts Expensive Male
philip NO IYES IYES IYES
juliette YES IYES NO NO
angelina IYES NO YES NO
tom IYES NO YES YES
natalie IYES IYES NO NO
dominic IYES IYES NO IYES
cerris IYES YES NO NO

Suppose that we are casting for a film and we want a male actor who is not too
expensive for our budget. So we consult our database of actors — in reality it will have
hundreds of names — and we look for the profile NO, YES in the Expensive and Male
columns. We have to give some instructions to the computer, or to an overworked clerical
assistant who is going through file cards. So we say “find all the actors who are not
expensive and male”. Now computers are very literal and clerical assistants can get very
tired, so we must be clear that what we want is “not-expensive and also male” rather
than “not (expensive and male)”. In the first case we get just Dominic, and in the second
we get Juliette, Angelina, Natalie, Dominic, and Cerris, which is surely not what we

wanted.

Consider some other simple searches. We might want to find all the actors who can act
and who are expensive. To do this we might first collect all those who can

act — all the YESs in the acts column — getting Philip, Juliette, Natalie, Dominic, and
Cerris. Then we could refine our search, selecting from these those who are expensive,
so we keep only those who also have a YES in the expensive column. The ones with a
YES in the expensive column are Philip, Angelina, and Tom. And so the ones we want, the

ones in both lists, consist of just Philip.
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Or we might want to find all the actors who can either act or are expensive. So again we
work with the list of actors who can act — Philip, Juliette, Natalie, Dominic, Cerris — and
the list of actors who are expensive — Philip, Angelina, and Tom. But this time we want
to take all the actors who are on either list. So we get Philip, Juliette, Angelina, Tom,

Natalie, Dominic, Cerris: everyone.

Or we might be making a very low budget film and all we want are actors who are not
expensive. So we start with the expensive list — Philip, Angelina, Tom — and we include
everyone who is not on this list — Juliette, Natalie, Dominic, Cerris. Notice that this is a
search that can be done in two stages: first search for the expensive individuals, and

then search for everyone who is not on this list.

These are the three basic Boolean operators: AND, OR, NOT. In terms of tables, AND
collects together two areas of a table to give the individuals that are in both. OR collects
two areas and gives the individuals that are in either. NOT takes one area and gives
everything except the individuals who are in it. So when we ask

Get all who are A and B we want: YES , YES, that is both of A, B columns.

Get all who are A or B we want: YES on one of A, B columns (doesn't matter which,

can be both).

Get all who are not A we want: NO on the A column.

Another way of putting this is in terms of Venn diagrams, such as the one below.
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In this diagram the square frame represents some larger set of individuals (the

“universe” of the diagram), and each circle represents a set of individuals within that
larger set. The two circles have a region which is in both of them. That is called the
intersection of the two sets and corresponds to AND. (An individual is in the intersection
if it is in the first set and in the second set.) There is also a region which contains all the
individuals in either of them. That is called the union of the two sets and corresponds to
OR. (An individual is in the union if it is in the first set or in the second set.) There is also
for each of the two sets a region that contains everything (in the universe of the
diagram) that is not in that set. It is called the complement of the set and corresponds to

NOT. (An individual is in the complement of a set if it is not in the set.)

Some people find Venn diagrams very intuitive, and some are more comfortable with
tables. We can also draw Venn diagrams with three attributes. (With more than three it

gets messy.) For example

A
o

You should be able to see for yourself in this diagram the intersection of expensive with

act, the union of act with male, the complement of male, and other similar regions. It is
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also clear from this diagram that if we start with some regions and define new ones by
taking unions, intersections, and complements then we can define yet further ones by
taking unions, intersections, and complements of the regions we have just got. For
example once we have the intersection of expensive with act we can take the
complement of that set. And what is that? — the set of all actors who are not both
expensive and capable of acting. And once we have the union of act with male we can
take the intersection of that set with the complement of expensive. What we get then is
the set of actors who both either can act or are male and are not expensive. (As you see
from this example, the words can get confusing. It is easiest to think of this one with the
sets in a different order. It is the set of actors who are inexpensive and also either are
good actors or are male. The complexity is still there, though; that is one reason for
inventing a special clear notation.) And so on, we can define extremely complex sets
using union, intersection, and complement repeatedly?.

>> on a Venn diagram for the combinations of two attributes mark the patterns of YES
and NO for each area.

>> what can you do in terms of YES/NO patterns that you cannot do with a Venn
diagram?
These complex repeated Boolean operations can be easier to grasp if you think of them
in terms of search questions. So instead of “the intersection of the union of act and male
with the complement of expensive” we can think in terms of a three-stage search:

Find all actors who either can act or are male

Find all actors who are not expensive

2 Boolean operators or connectives are named after the English mathematician George Boole,
1815-1864, who was influenced by Ada Lovelace, who wrote the first computer program, and who
himself influenced the English philosopher John Venn 1834-1923, the inventor of Venn diagrams.
For an up-to-date take on the example of this section see
http://www.nytimes.com/2009/06/28/business/media/28steal.html?ref=technology
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Find all actors who are in both of these two sets.

We can compress these three stages into one structured search as:
Find all actors who are both A and B:
A: they either can act or are male

B: they are not expensive

This way of representing complex Boolean combinations in terms of stage-by-stage
searches is related to scope distinctions. Remember the difference between “not-
expensive and also male” and “not (expensive and male)” earlier in this section. That is
the same as the difference between the two searches,

Find all actors who are not expensive

Find all actors who are male

Find all actors who are in both these sets.
and

Find all actors who are expensive

Find all actors who are male

Find all actors who are not in both of these sets

2:3 (of 9) mathematical mentality: thinking through searches

When you have a database and you are answering a "Find" instruction, one way of doing
it is to repeat the instruction for every cell of the database. This is time consuming and is
likely to leave you confused; at some point you may forget what it is that you are

supposed to be doing just because your mind is getting overloaded. A better way is to
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think first which cells are going to be relevant; perhaps you will need to consider only
one column or one row. Then you think what is going to guide your decision at each cell,
what will make you save a particular individual has one that the search has found, and
what will make you discard an individual. Then instead of thinking again about each case
you go through the relevant parts of the database, following the decisions you have just
made, and not thinking about each of them them as you carry it out. This way you do not
need to do a difficult thinking except at the very beginning, and you do not have to keep

much in mind except what you will need at the end.

In effect you are programming your mind to be a little automaton which can carry out
the task without detailed supervision. You can save your sophisticated thinking power for
programming your naive thinking. A lot of mathematical thinking is like this: you think
conceptually about how to use your spatial or symbol manipulating skills, then you use
them automatically and then you reflect conceptually on what you have got?. (This last
stage is important also, as you may have made a mistake in the automatic part and your

answer may be absurd.)

Here is an example from high school math. You have an algebraic equation to solve. You
think what your procedure is going to be: whether you are applying something like the
quadratic formula or doing the same thing to both sides of the equation and then
rearranging, or whatever. Then you carry out this procedure without thinking about what

it means. You certainly do not think, for example "I am looking for a number which when

3 There is a basic dispute about how to teach mathematics in early grades, between those who advocate
learning routines and those who advocate understanding what one is doing. Often parents are in the first
group and teachers in the second. But if children have to guide each step of routine by understanding they
get confused, and if they have no understanding they cannot tackle novel problems. I am suggesting a good
combination is a rough understanding of a precise procedure that is best done by rote.
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multiplied by itself and added to three times itself gives a total of 12" and let this guide
you at each stage. Instead, you fix on a strategy, do it, and then check whether the
number you have got is such that when squared and added to three times itself adds up
to 12. The crucial thing is the mixture of conceptual and mechanical. You have to find the
mixture that works for you particular kind of task. (Exercise 14 of this chapter connects

with the topic.)

2:4 (of 9) sequential and branching searches, shortcuts, the structure of tasks
We can search using a particular criterion, and then search in the results of that search
using a different criterion. That is like pouring the data through one filter, and then
pouring what you get through another. We can also search for individuals that satisfy
both criteria. That is like putting the filters together and pouring the data through the
combined filter. The two are equivalent: they both amount to searching with AND. The
first says:

Find all individuals satisfying F

then among the results

Find all individuals satisfying G
The second says:

Find all individuals satisfying F

Find all individuals satisfying G

Take the intersection of the results of these searches

Suppose we are looking in a domain of men for handsome unmarried individuals. If we

do it the first way then stage one will get all handsome men, and stage two will get all
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the handsome guys who are unmarried. If we do it the second way then we will get,
separately, all the handsome men and all the unmarried men, and then by taking the
intersection of these we will end up with all the handsome men who are unmarried: the

same set.

In fact, we could do it a third way, searching first for unmarried men and then searching
among the results for handsome ones. Though these three ways will get the same
results, one might be easier to perform than the others, especially if the domain is large.
Suppose that you have a list of two hundred people who match the criteria you have
entered on a dating site. You want to find a handsome unmarried man. (Assume for
simplicity that people tick a box if they are good-looking — and they do so honestly!) The
site will give you lists of those candidates who are male, of those who are married, and
those who are handsome. One way of finding what you want is to write out the names of
the married men: you find there are sixty. That allows you to write out the forty names
of the unmarried (not-married) men. Looking in these forty we find five who are
handsome. That's a lot of work to come up with someone to have a drink with while
listening to his life story. On the other hand you could look first for handsome people:
you might find there are ten. If you write these out and check which ones are unmarried
we get the same five guys. That is a lot less trouble.

>> how do you deal with sites that give more search results than you can handle? do
you sometimes move from automated search to manual search?

This was an ugly bunch of men. If the proportions had been different the opposite
procedure might have been the one that was easier. If we search mechanically, by brute

force, we will often do more work than we need to. A little thought in advance will save
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time.

I have been illustrating searching in sequence, using one filter and then another. (I shall
also sometimes say searching in series.) We can also search in parallel, applying each
filter independently of the other and then combining the results. (I shall sometimes call
this branching search.) This amounts to searching with OR. So in a different search we
could collect the unmarried men, and also collect the handsome men, and then combine
the two collections. We would be following the instructions:

Find all the individuals satisfying F

Find all the individuals satisfying G

Collect everything that results from either search
or equivalently

Find all the individuals satisfying F

Find all the individuals satisfying G

Take the union of the results

These two instructions do the same search, for F OR G. They are different from the

sequential search for F AND G described earlier.

The difference between filters in parallel and filters in sequence is important, and will
return in later chapters when we discuss search trees and derivations. Here are images

of the two kinds of filter.
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Filters in parallel

2:5 (of 9) and/or/comma

The contrast between searching in sequence (or series) and in parallel, and between AND
and OR, links to a common experience when searching the Internet. Many search
engines have as their primary mode of entering a query a list of search terms separated
by commas. "music, classical, cello", for example. Usually the comma functions — to a
first approximation only — as AND. Then we get an ordered set of Internet sites in which
all of the search terms occur. On some sites, though, the comma functions as OR. Then
we get sites in which one or another of the terms appear. This use of the comma is
becoming less common, since the Internet has grown so enormous that the set of sites
where any of a list of even quite rare terms is found will usually be unmanageably big.
(The rare word 'defenestration' means being thrown of a window, but once entering 'sex,
defenestration' into Google I got 528,000 results. And Google claims that its comma
means AND. And entering 'axolotl, defenestration' I got 17,800 results. All those pages

about throwing amphibians out of windows!)
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>> how would you test whether comma, used in a search engine's entry box, is closer

to AND in its effect or to OR? see also exercise 5.

Here too the AND/OR contrast is a series/parallel contrast. If a search engine interprets
comma as AND then each search opens a window in which items are listed which satisfy

the criterion "search_terml & search_term2 & ... ". But often we want to do an OR
search instead. One reason could be that we are not sure which of two variants on a
criterion is more likely to have the result we are looking for. For example, we might be
torn between searching for "Louis the fourteenth", "Louis quatorze", or "Louis 14", for an
essay on French history. (Or between "Sun Yat Sen" and "Zhongshan" for an essay on the
influence of that leader. Or between Title, pdf, and Title, epub. There are many
examples.) The solution is easy: open a separate window for each search, do it, and
paste the results into a single file. Then you will get items satisfying the criterion
"search_terml OR search_term2 OR ... ". (You usually won't get all items satisfying this
criterion, especially if you only copy the first page of each window, but the results will

have what you want, a mixture of items containing the various search terms.)

>> give some examples from topics that interest you, where this parallel technique
would be useful

>> money-making idea: write an AND-to-OR program that automates this procedure.
see how studying logic can pay off.)

>> how would you use this procedure to search for
"(term1 AND term2) OR (term3 AND term4)"? (see exercises 20, 21.)

It is very useful to know whether a search site or program in which terms are separated
by commas interprets the comma as AND or OR. For example if you are looking for a free

download of a book and search with “TITLE, .epub, .pdf” on a site where the comma is
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AND, it will exclude many search results which have one but not the other. But if the

comma is OR, then this is an efficient way to survey the possibilities.

Lists can often be interpreted conjunctively, that is, as AND, and also disjunctively, that
is, as OR. The OR interpretation usually includes more possibilities ("OR is MORE"). In
everyday life we often state a list without being clear whether we mean it as AND ("all of
the above") or as OR ("some of the above"). There is a very general reason why people
are often unclear, in fact often confused, about this. It would take us some way from the

topic, but see exercise 12 of chapter 7. (See also exercise 3 for this chapter.)

2:6 (of 9) but ifit's a ...

Here is a kind of search that is often useful. Suppose that you are moving to a new
apartment, and you have decided to take along all your books, except for your science
fiction collection, of which you are going to keep only the books by Philip K Dick. You are
instructing a friend to put the books that are moving with you into boxes. You say “find
all the cookbooks, and all the books about logic, in fact all the books, but if it's sci-fi it
has to be by Philip K Dick.” Your request is in the form of an if (it's a conditional, as

logicians say): if a science fiction book gets included then it is by Dick.

The effect of this if-condition is to refine the search we have already made. We cut “all
books” down to “all books except that if it is science fiction then it has to be by Philip K
Dick”. Consider the consequences for the choice of particular books. Your friend picks up
a Shakespeare play and includes it, picks up a detective novel and includes it, similarly

for a logic textbook, but when she picks up a science fiction book (instantly recognizable
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by their weird covers) she has to check who wrote it. What about books by Philip K Dick
that are not science fiction? (For example his Selected literary and philosophical
writings.) They should be included, since the rule applies only to science fiction books,
whatever their authors. So we can find uses for a query that says “Find everything such
that if it has attribute A then it has attribute B”. The effect of using this search is to

include everything, except things that have A but do not have B.

Queries involving IF make most intuitive sense when they are combined with other
queries. Suppose I say: (a) get all the books from my apartment (b) if they are by Philip
K Dick then they must be sci-fi. Then you will know to get all books satisfying both the
criterion that they are in my apartment and the criterion that if they are by PKD then
they are SF. Books not by PKD but in my apartment get taken. But if I say “get me all
books such that if they are by PKD then they are SF”, not in conjunction with any larger
search, you are likely to respond with puzzlement. What about books not by PKD? In
logic we understand IF even when it is in isolation in a way that is more common in
everyday language when it is an extra proviso to another query or statement. So if a
logician tells you to get all books such that if they are SF then they are by PKD, you roam
the world picking up books by Shakespeare and Atwood and other authors, the Bible and
the Koran, texts on logic and history and other subject, PKD's SF works, leaving out only
the books — Asimov, Pratchett, Robinson, and others — that are SF but not by PKD. A
tall order. Some of the exercises for this chapter are meant to help you get used to IF
used in isolation like this.

>> suppose I say "if a book is by PKD then put it in the box", all alone, not joined to any

larger instruction, and then when you go to the bookshelf there are no books by PKD, but
lots by Tolstoy, Plato, Asimov and Stephenson. what would you put in the box?
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Suppose I am telling you to get socks from a drawer. I say “Get me the socks from the
drawer: but if they are wool they (must be) red.” The drawer has some red wool socks,
so you bring them. It also has some green polyester socks so you bring them. It also has

some blue wool socks and you do not bring them.

Suppose I say “"Bring me what's in that drawer, with a proviso: if it's a sock it will be red.”
The drawer has some red socks, so you bring them. It also has some green shorts so you
bring them. But you leave out the blue and yellow and black socks. You find a diamond

ring, and you bring that along too. (So a diamond ring satisfies "if it is a sock it is red"!)

Suppose I say “Get everything such that if it is a sock it is red”. The query is GET: IF
SOCK THEN RED. So you get the three red wool socks, the two red polyester socks, the

shorts, the diamond ring.

But suppose I say “Get everything such that if it is red it is a sock”. Then the query is
GET: IF RED THEN SOCK. So you get the three red wool socks, the two red polyester
socks, the two green wool socks, the three blue silk socks, the diamond ring. We can see
that these two queries are clearly different. It makes a difference which way round we

take the Jif.

These searches too can be pictured as physical filters. An if-filter “if it is A then it is B”
filters only A things. Anything that is not A gets through automatically. But A things are
tested; if they are B they get through, but if they are not B they are blocked. We can

picture it as below:
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the IF filter
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The only things that get
rejected are both A and not B

>> anticipating a topic from later in the book: how can you do an IF search using AND,
OR and NOT? does this suggest how to apply the "open another window" technique to IF
searches?

2:7 (of 9) the if of logic

We mean many things by “if” in everyday language. In logic we fix on one simple
meaning, as explained in the previous section. (If-sentences are called "conditionals".

The "if" of logic is sometimes called the material conditional.) To help make it seem

natural consider the following.

Alice tells Bill and Carrie "“if it’s raining tomorrow, be sure to wear a hat”. It is not raining
tomorrow. Bill wears a hat and Carrie does not. Which one has followed Alice’s

instructions? Logicians say: both.

Aiko makes two predictions “if it rains tomorrow, Bojia will wear a hat” and “if it rains
tomorrow Cho will wear a hat”. It does not rain the next day. Bojia wears a hat, and Cho

does not. Which of her predictions was true? Logicians say: both.
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Artemisia says “Bring in stuff out of the trunk of the car, please. The only condition is
that if it's a phone it must be a Samsung, since my sister’s iPhone should stay there.”
Bruno brings in a Samsung phone, and Carlo brings in a used bubble gum. Which of

them has followed her instructions? Logicians say: both.

The last of these examples uses the search command “GET: if A then B” familiar from the
previous sections. (I could have said “Find” instead of “Get”.) The other examples show
that it fits with a general attitude to the word “if”. The two themes are (a) “if A then B” is
always true or false, never in between or neither, and (b) when A is false, count “if A

then B” as true.

One feature of “if” understood this way, is that, as pointed out above, it is asymmetric:
“If A then B” is not the same as "“if B then A”. If Artemisia had said, telling Bruno what to
bring, “but if it's a Samsung then it must be a phone”, and Bruno had brought in the
iPhone, he would have been following her instructions, though when she says “if phone
then Samsung” this is just what she does not want. This contrasts with both “and”, and
“or”, both of which are symmetrical. “"Get me everything that is a Samsung and a phone”
is the same as “get me everything that is a phone and a Samsung”; “list all the days
where it is either raining or Bill is wearing a hat” is the same as "“list all the days where
either Bill is wearing a hat or it is raining”. Because “if” is asymmetric, we sometimes
need a way of saying that we mean if B then A rather than if A then B. We use “only if”
for this. We say “I'll be happy only if Robin comes to the party”, meaning that if Robin

does not come to the party then I will not be happy. We could also say “if I will be happy
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then Robin will have come to the party", but since this is awkward to say we prefer to
use the “only if” construction. (There is definitely something confusing about if versus
only if. Exercise 24 is meant to give more familiarity with this. Linguists tell me that
there are languages which have the same word for if and only if, so that one has to
consider the context in which the word is used to know which meaning it has.)
>> on a Venn diagram shade in the areas corresponding to "If A then B" and "IF B then

A". where do they overlap, where do they differ?

2:8 (of 9) making new predicates

When we search we get a collection of individuals, those that have (or satisfy, as we
often say) the criterion we used in the search. This gives us another attribute. For
example if we search in the actors database for "Glamorous & NOT Male" we could write

the result with another column as follows:

Glam Male Glam & NOT Male
philip NO YES NO
juliette YES NO YES
angelina YES NO YES
tom YES YES NO
natalie YES NO YES
dominic YES YES NO
cerris IYES NO IYES

>> don't take my word for it that this is the right column of YESs and NOs. check it.

It is important to see that the result of a search can be a 1-place attribute even though
the search criteria are expressed in terms of a 2-place relation. And the result can be a
2-place relation even though the criteria are in terms of attributes. (More generally,

searches can result in changes either to a greater or a smaller number of places,
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whatever we start with.) For example, we can search for all pairs such that the first is
glamorous and not male and the second is not glamorous and male, thus getting the
relation that holds between two individuals that we might informally state as "she looks
even better when she's compared to him".

>> other ways of putting this relation into loose language?

In the next chapter we will see a better way of stating these queries, so it would be a
waste to spend time finding the right terms to express them now. For now, and setting

us up for that, here are some visual representations of searches with relations.

Begin with a domain of four objects, with two two-place relations, R and S between

them, as shown below, with the red arrows for R and the blue arrows for S.

'
BOTS .xl{&.s R&notS
: ..7(

Now we draw, in black, arrows to join individuals related by (a) either R or S (b) both R

~

and S and (c) R and not S.

>> there is a double arrow that turns into a single arrow. why?
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What you have drawn is the arrow diagram of the results of these three searches. They
are all two place relations got by combining the two 2-place relations. There is an
important point: the result of a search for individuals gives the set of individuals that fit
or satisfy the criterion — for example which are both large and angry, or which are either
large or angry but not pregnant — and this can define a new attribute. (We could invent
the word “langry” for individuals which are large and angry.) And the result for a search
for pairs of individuals can define a new relation. (We could invent the word “bangrier
than” for the relation between individuals when one is both bigger and angrier than the
other: bad news.) This process is important in the idea of mathematical structure, where
we find in the facts about one topic parallel the facts about another. For example if we
“lose” some of the details about the objects |, ||. |||, ... and about a series of penny
coins, we find that the relations between each of these have a lot in common, thus
suggesting the idea of numbers and counting. (This is the idea of abstract structure.
When relations have the same abstract structure they can be studied using the same
mathematics.) Exercise 30 is meant to make this vivid for you.

>> why does losing some details from different databases bring out what they have in
common? why does defining new attributes and relations help us to do this?

2:9 (of 9) many-place relations

Not all relations are two place, like “loves” or “tangos with” or “is north west of”. There
are also three place relations (and four place, and three hundred place.) The two place

n

relation “... chases _" from the previous chapter, can be extended to the three place

A\

relation “... chases _ at time *” (Alice chases Caspar at noon). We also have the four

place relation “... chases _ at time * in place *”. Alice chases Caspar at noon in the yard).
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Often the individuals in a many-place relation are very different kinds of things, for
example people, places, and times, which makes it easier to think about them. An
example is “Robin kissed Jo for 8 seconds in New York in 2002 near the intersection of
4" Street and 10" Avenue”, a seven place relation! (Who kissed whom for how long in
which city at the meeting of which latitude and which longitude.) Exercise 13 and 26 at
the end of the chapter involve many-place relations. As you might guess, this is to sneak
into your minds something that will be useful later.

>> how many places can a relation have before we can only understand it by thinking of
it as a combination of simpler relations?

>> does it have to be true that Robin kissed Jo for 8 seconds in New York in 2002,
when Robin kissed Joe for 8 seconds (sometime), and Robin kissed Joe in New York in
2002 are true? why did I ask this?

Often when we use a many place relation we simplify by not mentioning one or more of
the things we are searching for. For example if it is the year 2002 and we are at the
intersection of fourth Street and 10th Avenue we may just say "Robin kisses Joe for eight
seconds". This point is connected to the difference between searching for individual
things and searching for databases in which sentences hold. A simple example of this is

given by attributes and times. We could say who was happy on two consecutive days

with a grid as follows:

Happytimes |monday tuesday
albert YES NO
bertha NO YES

Or we could use a pair of tables:

happy-mon Happy
albert YES
bertha NO
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happy-tues Happy
albert NO
bertha YES

These really come to the same. But this shows that searching for databases and
searching for individuals are closely related. For we can get the same information by
using the query "find days such that Albert is happy on those days" or by using the query

"in which table does 'Albert is happy' hold?"

The diagram below shows a way of making an arrow diagram for a 3-place relation, using
circles instead of dots for individuals, so that an arrow passes through three circles when

the three individuals have the relation.

a fairly simple
3-place relation

There is also a way of depicting many-place relations that is not a generalization of arrow
diagrams for two-place relations. Suppose for example we have the four-place relation "x
smiled at y at time t in place I" (for example 'Mo smiled at Bo on Monday on the
boardwalk", and we are using it to relate four people, three days, and three locations.
Then we line them up in columns and draw lines (arrow heads are not needed) to make a

diagram like the one below.
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Smiler Smilee Time Location
mo mo mon aquarium
bo bo boardwalk
carol carol tues mirror
dmitri dmitri wed seawall

>> did Mo smile at Bo on Monday on the boardwalk? did Carol smile at anyone?

>> was there a mirror in the aquarium?

It is worth getting used to different ways of drawing many-place relations. Although the
number of ways you can do it makes it not a topic for easily graded test questions, this
does make it a useful skill when solving informal logic problems. They also make the idea
of a many-place relation familiar in a way that will pay off when you think about the
material in later chapters.

>> what are the advantages and disadvantages of representing relations this way, as
opposed to using an arrow diagram?

words used in this chapter that it would be a good idea to understand (and ask if you do
not) Boolean connective, Boolean search, complement, conditional, intersection, material
conditional, parallel (branching) and sequential (series) search, n-place relation, query,

scope, union, Venn diagram
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exercises for chapter two

A - core

1) Explain the different things each of the following could mean. (All real quotes.)

(@) Take one tablet twice a day. (The alternative meaning is weird.)
(b) Living snakes are found on every continent except Antarctica, in the Pacific and
Indian Oceans, and on most smaller land masses

(c) Take 2 tablets once a day.

2) (i) An angel appears on a mountain and says “O people, brush your teeth”, then
disappears forever.

(ii) An angel appears on a mountain and says “O people, do not brush your teeth”, then
disappears forever.

(iii) An angel appears on a mountain, says nothing, then disappears forever.

In which of these three cases has the angel told us to brush our teeth?
In which of these three cases has the angel told us not to brush our teeth?
In which of these three cases has the angel not told us to brush our teeth?

In which of these three cases has the angel not told us not to brush our teeth?
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3) A notice from a car sharing company says:

“A: You may park for FREE in any authorized parking location provided it is in a:
1. Dedicated parking location for our company
2. Permit only parking spot in a residential area
3. Resident only parking spot in a residential areas
4. Area with no parking signage and no restrictions
B: When ending your trip always be sure that:
1. You are parked in an authorized parking location (see above)
2. You shut all doors, roll up windows, and turn off lights
3. Scan out with your member card on the windshield reader

4. Wait for the reader to say Trip Completed

One of these lists is a conjunctive, AND, list and the other is a disjunctive, OR, list. Which

is which?

4) Here is a relational grid where the five individuals and the relation are given just by
letters. (@) Give four things it could mean which would make sense of the patterns of

YES and NO, two about people and two about numbers.

R |a b C d e
a YES YES YES YES NO
b YES YES YES NO NO
C YES YES NO NO NO
d YES NO NO NO NO
e NO NO NO NO NO

(b) What do you conclude from the fact that a database about people can also give facts

about numbers?

(c) Which of these interpretations is likely to remain accurate when the domain (of

people or numbers) contains many more than five individuals?
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5) The comma separating the terms you enter in an internet search site sometimes
makes an AND list (conjunctive), and sometimes an OR list (disjunctive). How could you

test which it is on a particular site?

Note 1: playful approach: think of search terms such that it is very unlikely that any

document will contain both.

Note 2: some search engines claim that their comma is always conjunctive. I doubt

these claims. How would you test them?

6) Facts:
- Martha is 152 cm tall (just under 5 ft), Jurgen is 205 cm tall (approx 6' 8"), Sumiko
is 180 cm, and Rosario is 165 cm.
- Taller people eat more ice-cream than shorter people (in this sample).
- The more ice-cream a person eats the less alcohol they drink.
- Evan is taller than Martha and shorter than Sumiko.

- Bo is the same height as Sumiko.

Questions: which of these people drinks the least? Do these facts determine which of

Evan and Rosario is taller?

This is not a difficult problem. The point of it, though, is in this instruction: get the

answer by using some of the facts to fill out a database from which the answer can be
deduced. The database should be as economical as possible. That is, it should give the
least amount of information possible while still being a complete database for the four

individuals and giving an answer to the question.

Follow up: give a different interpretation, perhaps in terms of shapes or numbers, though
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it does not have to be, for the terms of the database and the answer. (Teaching

suggestion: who can come up with the most interesting such interpretation?)

7) The second sentence of this chapter said “If you ask the wrong question you do not
get the answer you wanted.” Find two examples, from an internet search or from your
library site, where careless use of “"not” “and” and “or” can get a very different set of

results from the one intended.

8) We have a collection of rocks, which can be enormous (boulders), big (rocks),
average (stones), small (pebbles) or tiny (grains). @) In terms of these attributes define
the 2-place relation “is bigger than”. (Suppose for simplicity that all the rocks of each
kind are the same size.) What else besides rocks would this definition work for

b) In terms of these attributes define the relation “is at least as big as”. How is “at least
as big as” different from “is bigger than”? Try to answer this in ways that will work with
other series, such as metropolis/city/town/village/hamlet. It will help to draw arrow

diagrams.

9) In a junk store there are:
100 cheap plastic spoons, 10 valuable silver spoons, 1 valuable silver plate, 1 valuable

plastic lamp [rare kitsch: collector's item], and 5 cheap silver ear rings. Find:
a) all the things that are either plastic or not valuable
b) all the things that are both plastic and cheap
c) all the things that are both plastic and cheap and also not spoons

d) all the things such that if they are cheap they are silver [more usual way of saying
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this "everything, but if it is cheap it has to be silver." ]
e) all the things such that if they are silver they are cheap
f) all the things such that if they are silver they are either cheap or plates

g) all the things that are not such that if they are cheap they are silver

10) You are searching a database for books satisfying various criteria.
Which of the commands (a) -(i) below would you use to search for each of (i) to (iv)
below?

(i) the intersection of books by Tolstoy and books about bears

(ii) the complement of the union of books about bears and books about ducks

(iii) all books co-authored by Tolstoy and Shakespeare
(iv) all books by Tolstoy or by Shakespeare that are not about bears

(v) all books by Tolstoy about either Shakespeare or Tolstoy

(a) author = Tolstoy AND author = Shakespeare

(b) NOT (topic = bears AND topic = ducks)

(c) author = Tolstoy AND topic = bears

(d) NOT (author = Tolstoy AND NOT topic = bears)

(e) NOT ( author = Tolstoy AND topic = bears)

(f) NOT (topic = bears OR topic = ducks)

(g) (author = Tolstoy OR author = Shakespeare) AND NOT topic = bears
(h) author = Ducks AND topic = Shakespeare

(i) (author = Tolstoy AND author = Shakespeare) AND NOT topic =bears
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(j) (author = Tolstoy AND topic = Shakespeare ) OR (author = Tolstoy AND topic =

Tolstoy)

(k) author = Tolstoy AND topic = Shakespeare OR topic = Tolstoy

11) Which of these commands will get the same socks, however they are distributed
between drawer A and drawer B? (There are only these two drawers, and all the socks

are red, blue, or green.)

i) Get the red socks in A and the blue socks in B

i) Get all the socks as long as they are not red socks in A
iii) Get the socks that are either red and in A or blue and in B
iv) Get the socks that are neither red nor in B

V) Get the socks that are both red and in A

Vi) Get the socks that are both red and in A

vii) Get the socks that are (a) bue or green and (b) in B

viii) Get the socks that are neither blue nor green nor in B

iX) Get the socks that are either (a) blue or green or (b) in B

12) Using the two arrow diagrams in section 8 of the chapter, draw new diagrams
indicating (d) individuals that have R to at least one individual (an attribute) (e) pairs of
individuals that have S either to i or to ii (a 2 place relation) (f) triples of individuals

where the first has R to the second and the second has R to the third (a 3 place relation).

13) In the 3-place relation below, which of the following triples have the relation
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(“stand in the relation to one another”): (c, b, a), (a, b, b), (, b, ¢), (a, b)?

14) The appendix to this chapter was about arithmetic, not logic. This is an exercise
where following the strategy behind the suggestion in the appendix makes less mental
strain in performing a complicated search. Consider the arrow diagram below for a 4-

place relation R. (Diagrams like this were discussed in section 9 of the chapter.)

The task is to find individuals (from a, b, ¢, d, e, f, h, i, j, k, | ) that occupy the first place
of R when the second place is occupied by an individual that also occupies the third-place
of some four individuals. That is, we are looking for individuals | such that there is

another, m, where RImxy and Rzsmt — x, y, z, s, t can be any individuals at all. This
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sounds confusing, and if you thought it out anew for every individual when considering
whether it fits the criterion you would get a headache. The idea is in fact simple, and
illustrates how familiar language is rather clumsy at expressing simple but precise ideas.
Instead of getting a headache, think first what you are lookin